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FOREWORD

Computer relaying developments stretch
back over at least 12 years. While digital
hardware .has found its way into commercial
products, the stored-program processor has
not yet been applied except in a few trial
installations. It appears, though, that
microprocessor systems may now be cost com-
petitive with some of the more sophisticated
dedicated-hardware protective relaying sys-
tems .,

The material for this tutorial has been
especially prepared by highly knowledgeable
experimerters in this field. It has been
carefully integrated as a sound basis for a
full-day tutorial which includes a compre-
hensive treatment of substation applications
in addition to geénerator protection and
general requirements for computer hardware
and software. ’

My earliest recollection of this subject
dates back to almost 1965 when the Idaho Pow-
er Company suggested that load shedding and
out-of-step relaying could be best handled
by a central System-operations computer. )
Both of these functions have aspects which
can transcend the information available at
a femﬂstations; ‘they are system problems,
rather than protection-zone related. There
is very little in the literature on these
computer applications; they are not covered
in this tutorial.

Computer relaying started in the era
of minicomputers. Some early work considered
the use of a central substation computer that
would handle ‘all the station relaying. Based
on the hardware then available, it was log-
ical to consider this as one possible ap-
proach. Now, however, the microprocessor
technology has seemed to still all debate,
with decentralized, parallel processors the
only solution being considered for high-speed
fault protection. With this approach, the
central substation computer would be relegat-
ed to mostly non-relaying functions and an
intermediate link between the microprocessors
and the central System-operation computer
complex. ’

The use of a multitude of microprocessors
seems essential for acceptance of the tech-
nology by utility protection engineers who
[ think correctly oppose '"putting all their
eggs in one basket", Another key advantage
of many small computers is the much higher
unit volume generated. Here the point is
related more to the software costs than it
is to hardware. Hardware development costs
can largely be borne by other appplications;
whereas, software costs must be borne by the
protective-relaying industry. This industry
is characterized by a very low volume,  par-
ticularly in the more sophisticated trans-
mission line applications. The industry can-
not afford to develop and maintain central
substation packages. By providing a multitude
of processors on a protective-zone basis, the
software costs can be reduced and spread over
many units,

In 1971, the Power System Relaying Com-
mittee established a Computer Relaying Sub-
committee., All of the participants in this
tutorial have been associated with the ac-
tivities of this subcommittee, some from
inception. Perhaps surprisingly, it was dis-
banded in 1978. The committee felt that it
was time to integrate their activities into
the mainstream: active working groups cover-
ing computer applications are now part of
thevRotating Machinery Protection, Line
Protection and Relay Input Sources Subcom-
mittees. The objective is to Spur cross-
fertilization between the researchers and
users. The committee reorganization prob-
ably signals imminent commercial realization
of the stored-program computer to the vital
area of Power-system protection.

As Vice Chairman of the sponsoring com-
mittee and as a former experimenter in this
field, I hope you find this tutorial most
beneficial.

"George D. Rockefeller
April 18, 1979



CHAPTER I

INTRODUCTION TO COMPUTER RELAYING

This course will deal with recent developments in
the field of digital computer relaying of electric power
equipment. It is well known that the electric utility
industry is among the most dedicated users of large
digital computers. In fact, this industry has beenone
of the earliest users of the computer as a basic tool
of engineering analysis. Some of the largest produc-
tion programs in existence today are power system anal-
ysis programs. Application of small process control
computers in the electric utility industry is a rela-
tively new development. An example of such an applica-
tion is the computer based control and data acquisition
system. These computer based systems are handling many
sophisticated power system operations problems, includ-
ing State Estimation, Generation Control, Economic Dis-
patch of Generation, etc. Small computers are also
being used in many Supervisory Control systems.

The appearance of process control computers on the
market has given an impetus to their case in many in-
dustrial systems. These computers are smaller in size,
more rugged, and have smaller operating systems . than
their mainframe counterparts. Their peripheral devices
include more analog and digital Inputs/Cutputs, and
their file-handling systems are likely to be stripped
down versions designed to meet the needs of the specific
application. Earlier process control computers were
mini-computers, while the modern ones tend to be micro-
computers. The distinction between mini and micro-
computers seems to become less obvious as time goes on;
although in the present context the two classes of
computers are meant to imply a cost and size difference
of an order-of-magnitude.

Use of digital computers for protection of power
system equipment--relaying--is an idea of quite recent
origin. A great deal of research is going on in this
field. Although there are some indications of what the
future of these systems will be, as yet there are no
completed commercially available protection systems
offering relays based on digital computers. This is a
new, exciting, changing field. New ideas are being
presented regularly in the technical literature. For
a Research and Development engineer, this is a chal-
lenging and rewarding field to work in. It can be as-
serted with confidence that the ideas being developed
in this field--and presented here during this course--
will be incorporated in the protection systems of the
future.

This first lecture is a general introduction to
the subject of computer relaying. A review of the
historical background of the subject will be followed
by a discussion of the incentives for development of
computer based relays. Finally, the major components
of computer relaying system will be identified, and a
brief summary of the topics covered during the following
lectures will be given.

HISTORICAL BACKGROUND

In a remarkable paper+[7], Rockefeller undertook
the study of protection of all the power equipment in a
substation with a digital computer. For a speculative
piece of work without any supportive experimental data,
the paper is surprisingly comprehensive. It goes

tEor numbered references, see Bibliography at the end
of this text.

into substantial detail of the relaying program organi-
zations and clearly recognizes the problems and bottle-
necks associated with such a project using process con-
trol computers available at that time. In hindsight, it
seems clear that a single computer for the protection
of all the equipment in a substation--with redundarcy
provided through duplication--is not a viable concept
in view of the presently available computer hardware.
However, several achievements of the paper still stand.
Almost all the benefits expected of a computer based
relaying system enumerated in Rockefeller's paper are
as they are perceived today. If anything, the economic
picture for the digital technology vis-a-vis the con-
ventional relaying equipment has changed even more rap-
idly than anticipated in the paper. More about these
economic considerations later.

Other investigators had also begun to consider
digital computer based relaying at about the same time
that reference [7] was published. In two papers [19,
21; with a somewhat limited scope--that of developing
algorithms for the protection of transmission lines
with a digital computer--Professor Morrison and his
colleagues. presented rather complete computer programs,
and, what is more important, theauthors obviously had
specific computer hardware in mind for the implementa-
tion of their program. The problem of providing for
the protection of a transmission line against any of
the several faults that may occur on it was solved by
providing a fault classification routine. This clas-
sification program performed a rather simple check of
voltage wave-forms, and the time consuming impedance
calculations were deferred until the fault type was
securely classified. The techniques presented in these
papers could be accommodated on the then-available proc-
ess control minicomputers. Essentially similar tech-
niques were used in two development systems: the West-
inghouse and Pacific Gas and Electric project reported
by Rockefeller et. al. [24, 25], and the American
Electric Power project reported by Phadke etall55,62 ].
Both of these installations were tested in the field;
although neither system used the computer based relay
for actual protection of the transmission line. A great
deal of practical experience was obtained from these
installations. : :

Of all- the computer relaying topics, transmission
line relaying has attracted more researchers than any
other subject. This is so for several reasons. Trans-
mission line protection is computationally more complex,
and thus is a significant test of a computer's capa-
bility; furthermore, the high cost of conventional
transmission line relays makes this a worthwhile problem
to tackle. .More will be said about the transmission
line relaying in one of the later lectures. An impor-
tant variant of the transmission line relaying algorithm
was proposed by Professor Morrison et. al. [16], and by
M. Poncelet [29]. This approach attempts to solve the
differential equation of the faulted circuit. A similar
technique was recently implemented by the General Elec-
tric Company and the Philadelphia Electric Company [66 ]
in an important project involving minicomputer-based
distance relays for the two ends of a 550 kV transmis-
sion line. Some of the other centers of significant
research in computer relaying are at the Imperial Col-
lege in London where Professor Cory and colleagues have
published a number of papers in this area [13, 18, 63, .
etc.], the University of Calgary--Professor Hope and




colleagues [20, 22, etc.], the University of Saskatche-
wan--Professor Sachdev and colleagues [27, 34, 36, etc.]
and the University of Missouri-Professors Walker, Tudor
and colleagues [5,9, 10, etc.]. In addition, most of
the major manufacturers of electric utility equipment
in Europe and Japan have active projects on digital
computer based relays. Several Electric Power Utility
organizations such as the Bonneville Power Administra-
tion, the Pacific Gas and Electric Co., the Philadel-
phia Electric Co., the Pennsylvania Power and Light Co.,
have had active computer relaying projects. The Ameri-
can Electric Power Co., with which this author is as-
sociated, has had a major project in this field since
1970. If one looks at recent technical papers spon-
sored by the Power System Relaying Committee of IEEE,
it is clear that digital relaying is a.subject which
continues to inspire a large number of researchers. A
project was recently funded by the Electric Power Re-
search Institute in this field and surely this is an
indication of the great value placed by the Electric
Utility Industry on this topic.

EXPECTED BENEFITS OF A DIGITAL PROTECTION SYSTEM

Considering the extensive research going on in the
field of - digital computer relaying, it is worth con-
sidering the benefits that are expected to follow from
the adaptation of digital relaying techniques. Al-
though early workers in this field considered the use
of a single computer (a minicomputer) for all the re-
laying functions within a substation, the present view
is that the proper approach to this problem is to use
a number of microcomputers dedicated to the individual
relaying tasks. These microcomputers are to have data
exchange facility among themselves: some form of net-
working of the microcomputers is definitely being con-
sidered. Through this networking concept, it is ex-

pected that the main advantage of a single computer
' system--shared data between relays--can be realized
without the attendant drawbacks of a central relaying
computer.

The most important perceived benefits of a digital
relaying system can be summarized as follows:

(1) Economics:

In the final analysis, this will be the most im-
portant consideration. The cost of digital hardware
has been steadily decreasing. The cost of conventional
relaying has increased steadily during the same period.
For example, a relaying task that required a $100,000
minicomputer in 1970 can now (1979) be handled by a
$10,000 microcomputer. Contrast with this the cost of
a typical transmission line protection system which has
approximately doubled from 1968 to 1978. Admittedly
this takes no account of the software development costs
for the computer relay. Although these are high--as
. with the development costs of any new device--these
will be distributed over many similar units. Further-
more, the digital computer, being a programmable device,
can be used to perform multiple functions. To the
extent that this can be done without jeopardizing the
security of the individual tasks, the economic com-
parison becomes even more favorable to the digital tech-
nology. )

(2) Performance:

It is expected that in all. cases the performance
of a digital relay will be at least equal to that of
its conventional counterpart. Certain characteristics
of a relay--for example the relationship between the
optimum speed and reach of a distance relay--are -deter-
mined by the power system itself, and not by the hard-
ware used to implement the relay. For such functions,
the digital relay can be designed to obtain the best

possible performance--which is usually equal to that

of a well designed conventional relay. On the other
hand, certain features come more naturally to a digital
relay--for example memory action, complex shaping of
operational characteristics, etc.--which lead to a bet-
ter digital relay than the corresponding conventional
relay.

(3) Reliability:

One of the most significant advantages of a digi-
tal relay--perceived in the earliest technical papers--
is the fact that the digital computer is continuously
active, consequently a very high order of self-diagnosis
is going on continuously within a digital relay. Ad-
ditional diagnostic features--such as the monitoring of
many of its peripherals--can be easily programmed. It
is therefore expected that most of the accidental fail-
ures within a digital relaying system can be detected
immediately, and appropriate corrective actions taken.
Although some diagnostic functions are usually avail-
able in a conventional relay, this feature can be
utilized in a digital relay with a high degree of
sophistication.

(4) Flexibility:

Being a programmable device, revisions or modifi-
cations necessitated by changed operating conditions
can be made in-place rather easily through different
pre-programmed memory modules. It is also conceivable
that a common hardware system can be developed which
will serve as one of several relays--again through dif-
ferent pre-programmed memory modules. This should lead
to a smaller inventory for repair and maintenance tasks.
In some relays, where some or all of the input signals
are identical, alternate input paths can be provided.
The alternate paths would be unused under normal sys-
tem conditions, and can be activated under program con-
trol when trouble develops in the normal input paths.
This flexibility in the routing of input data leads to
a higher level of reliability for a given amount of
hardware. .

(5) System interaction:

At present, there are a number of sub-systems in
electric utility substations which exchange data with
remote locations--usually a control center. An example
of this is the alarm system, using either a simple
scheme with two alarm codes--supervisory and maintenance
alarm--or more elaborate alarm systems furnishing ad-
ditional descriptive information. Another example is
the data acquisition system, which utilizes remote units
in a substation, and obtains system operational data--
such as power flows--for a central dispatch center. A
supervisory control system is a third example of such
a subsystem. In all of these systems, there is a need
to communicate between a remote location and a sub-
station. With the existence of computers within the
substation, handling of these communication functions
can be integrated into a single communication system.
Some modes of remote interactions which can not be
foreseen in today's technology, may become practical
in the future when the possibility of communicating
with the individual relays is realized.

(6) Byproducts:

When a computer based relaying system is consid-
ered, other totally new applications become realizable
which have no parallel in existing technology. Several
examples of this can be given now, although almost
certainly far more interesting ideas are likely to occur
in the future as experience with these systems is ac-
cumulated. For example, a computer relay can furnish
post-fault analysis. of all observed transient phenomena.



A distance relay could furnish the computed distance

to a fault immediately after the occurrence of the
fault. This information could be used by maintenance
personnel for faults which are of a permanent nature
and require transmission line maintenance. An exhaus-
tive sequence-of-event analysis can be furnished local-
ly or to a remote location by exchanging the post-
transient data between several relaying computers.
Another instance is the data-multiplexing activity--
which exists in some isolated cases in today's tech-
nology--but because it comes naturally to a digital
data stream, a great many more data may be multiplexed
with computer based substation protection systems.

This will of course help reduce cabling expenses be-
tween the station yard and the control house. Yet
another example of such a byproduct comes about from
the low burden presented by computer based relays to
the transducers as compared to that presented by electro-
mechanical relays. Low burden current and potential
transformers using modern electronics and fiber-optical
medium for data transmission from high voltage apparat-
us to ground potential have been discussed in the tech-
nical literature during recent years. A relay that
places low burden on the transducer is a natural mate
to such a transducer; and would give a new impetus to
the commercial development of the transducers. Con-
sidering the high costs associated with conventional

HV and EHV transducers, a successful-development of such
a unified protection system may turn out to be the most
important byproduct of all.

FUNCTIONAL BLOCK DIAGRAM OF A COMPUTER RELAY

Figure 1 is the functional block diagram of a
digital computer based relay. Depending upon the
specific relaying function being implemented, some
functional blocks may be more or less significant com-
pared to other functional blocks. However, in almost
all relaying systems being considered in this course,
this functional description is applicable. The only
exceptions are some of the novel distance protection
systems for transmission lines which will be described
in one of the later chapters.
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Figure 1
Functional Block Diagram of a Digital Relay

The inputs to the relay computer are analog and
digital signals derived from the power system. The
analog signals consist of power system currents and
voltages--primarily 60 Hz quantities in steady state.
The number of analog signals needed depends upon the
relaying function. A distance relay, for example, re-
quires a minimum of three phase currents and three
phase voltages. A bus differential relay on the other
hand may require as many as fifteen current inputs if

there are five circuits connected to the bus. Thus
the number of analog inputs to a digital relay should
be considered to be highly function dependent. Perhaps

the number of analog signals lies between 3 and 30 in
all cases.,

The primary analog signal levels are very high--
measured in kiloamperes and kilovolts. The traditional
transducers reduce these signals to low levels (for
example: five amperes and sixty-seven volts line to
neutral) at ground potential. Certainly one approach
for digital relaying applications--in fact the only one
used in practice so far--is to take the secondary sig-
nals from these transducers as inputs to the relays.
These signals must be further attenuated to acceptable
computer input levels--usually #10 volts maximum. This
level reduction must be accomplished by circuits which
shield the computer from transient voltages that exist
on the secondary leads. The shielded and attenuated
signals are then converted to digital form by Analog
to Digital converters. All of these functions are per-
formed by the Analog Input Subsystem showmin Figure 1.

The Digital Input Subsystem handles the contact or
voltage sense information needed by the relays. On
most relays, the number of digital inputs is of the
order of five to ten. The digital input signals are
status changes ('on' or 'off') of isolated contacts;
or changes in voltage levels (for example: +48 V and
0 V) in a circuit. 1In the case of isolated contacts,
an auxiliary power source and sensing mechanism must
be provided to sense the status of the contacts. As
in the case of analog signal wiring, there are tran-
sient voltages on the digital input wiring also, and
shielding of computer input ports from these voltages,
as well as the provision of buffer power supplies where
necessary, is the function of the digital input sub-
system.

The output of a digital relay is through its dig- -
ital output subsystem. A maximum of five to ten dig-
ital outputs are sufficient for most relaying applica-
tion. Computer digital outputs are usually from its
parallel-output port, and in most cases these are TTL
level signals. These signals are buffered, and a suit-
able current or voltage level is derived from the com-
puter generated TTL output by the Digital Output Sub-
system.

The analog data is sampled continuously, the
sampling rates varying between 240 Hz to about 2000 Hz
as described by various authors. The continuously
generated sample set is entered into the computer mem-
ory, either under program control or through a Direct
Memory Access channel. In either case the data is
maintained in a Scratch Pad random access memory (RAM).
The memory is organized as a carousel structure, and
suitable pointers are maintained for data retrieval.

In most digital relaying applications, the raw
data samples are also stored in a secondary data file
for historical recording of significant transient
events on the power system. The organization and length
of this Historical Data File depends upon the user needs
and the available RAM. It is understood that this data
is moved as soon as possible to a secondary storage,
thereby making room for the next occurrence of a tran-
sient. A suitable span of prefault data as well as
appropriate time-stamps and messages are also saved in
this Historical Data File. The final disposition of
these files depends upon the details of individual sys-
tem design. If a host computer with disk space exists
in the substation, the historical data is moved to the
disk. It may be transferred to a remote host if a
telecommunication line exists, or it may be used to
produce a hard copy locally. In any case, it is of
utmost importance that the historical data files be




purged as quickly as possible.

The digital filter program is essential to all
relaying applications. The analog data samples are
corrupted by noise from many sources. A power system
transient is a very complicated function of time, and
2 substantial portion of its spectrum is noise as far
as the relaying application is concerned. In addition,
there may be noise contributed by the A/D converters.
In order to obtain accurate results, the digital filter
must separate the desired components of the analog
signals from the noise components. This function is
handled by the Digital Filter Program. In most applica-
tions the filter equations are recursive, and much in-
genuity is expended in producing very fast digital fil-
ter algorithms. ’ :

"The Relay Logic program determines the functional
behavior of the relay. The filtered data is used to
calculate secondary quantities which are convenient
vehicles for the relay description. A transmission
line distance relay characteristic for example is a
region in the complex impedance plane. Consequently,
the fault impedance, which is the ratio of a filtered
voltage and current pair, is the sebondary quantity
needed by a distance relay program. Similarly, a dif-
ferential relay requires the calculation of tripping
and restraining currents. A harmonic restraining relay
requires the computation of a weighted sum of certain
harmonics.

These derived (or secondary) quantities are com-
pared against various preset relay characteristics.
The size and shape of these characteristics is entered
into the computer by the relay setting program. It
is through this program that the user--the relay
engineer--specifies the desired relay performance.

The power supply to a relay must not depend upon
the station ac supply. Consequently, a battery/charger
System, and a dc-dc converter is needed to supply power
to a relaying computer. From this point of view, a
computer requiring dc power at a single voltage level
is quite attractive.

The chapters that follow will discuss most of
these functional blocks in detail. The second chapter
will deal with signal conditioning. This refers to
the analog and digital input and digital output of the
computer. The attenuation of primary signals to lower
levels and A/D conversion will be discussed in this
lecture. Special transducers--such as electronic cur-
rent transformers--will also be described.

The third chapter is on algorithms for digital
filtering. As pointed out earlier, one of the main
concerns in all relaying applications is the extraction
of usable signal from a noisy input source. Digital

. filtering in relaying applications is characterized by
2 narrow data window containing relatively few samples.
Algorithms specially suited for such applications will
be given special attention in this lecture.

The next four chapters deal with specific relaying
application programs. This includes generator, trans-
former, and bus protection. Differential protection
schemes will be described; and harmonic restraint func-
tion for transformer protection, as well as the negative
Sequence power relaying of generators will be described.
The' next two chapters will deal with transmission line
protection. The first of the two line relaying chapters
de§ls with conventional multi-zone step-distance relay,
while the second chapter describes some recent work on
novel relaying schemes--such as wave propagation relays.

The last chapter will cover subjects which are of
general interest in - the field of digital relaying. An

example of such a subject is a review of transmission
line distance relaying from the point of view of
estimation theory. This leads to certain limits in-
herent in the distance relaying concept. Such analyses
help clarify the goals of a relaying program, and
should be carried out before undertaking the implementa-
tion of any relay on the digital computer. Next, the
hardware needed for the implementation of a digital
computer relay will be described. Here again, the
distance relay will be taken as an example, and a
specific computer structure being planned at AEP for
field testing will be described. The lecture will
conclude with a consideration of possible hierarchical
structure for computer networks within a substation.



CHAPTER II

SIGNAL CONDITIONING

The power system we are protecting is obviously
analog in naturew The fault currents and voltages
measured on various pieces of equipment and lines must
be conditioned and eventually digitized for the compu-
ter relay to properly analyze the signals.

. CT's Analog Filters
Signals PT's ~] Multiplexer '£> Attcnuators
~| Sample A Digital
-1 Hold /p > Multiplexer LE>
Digital Computer
Filter Relay

Figure 1

Many technical considerations must be studied when
applying signal conditioning subsystems to computer
relaying. Some of these considerations are accuracy
and resolution requirements, linearity requirements,
and calibration stability. Such factors as error re-
sulting from temperature changes, conversion time, and
power supply stability requirements must be carefully
studied. The nature of the input signal must be fully
understood including relative noise levels in order to
determine the proper type signal conversion system to
use. The type output signal must be known to properly
interface with other digital equipment. Unless all of
the above factors are properly considered, the poten-
tial for error is great in the conversion of analog
signals to digital coded information.

The first step in relaying is to secure informa-
tion from the lines or equipment, a process typically
accomplished through the use of current or voltage
transformers. The purpose of the current transformer
is to properly reproduce in the secondary the current
waveform found in the primary. This must be accom-
plished with a known accuracy and therefore is a func-
tion of such factors as the highest secondary voltage
which can be produced without transformer saturation.
Current transformers are classed according to accuracy
as defined by ANSI C37.13. Factors such as the burden
placed on the transformer will obviously effect its
accuracy. Careful consideration must be given to this
and other factors when applying current transformers.
Computer relaying systems offer a distinct advantage in
that the signal conditioning and input hardware pres-
ents a small burden to the current transformers. This
allows great flexibility in terms of the amounts and
type of equipment which can be served frem a given
current transformer.

Considerable care must be taken in matching the
characteristics of a given transformer to the relaying
system. These devices should be studied and fully
understood by the computer relaying engineer. A good

introduction to the nature of these devices can be
found in the Westinghouse Applied Protective Relaying
handbook.[59]

Voltage or potential transformers are designed to
reproduce in the secondary the voltage waveform found
in the primary of the transformer. Voltage transform-
ers are usually assumed to be high accuracy devices
capable of good transient response. An exception are
those devices using coupling capacitance. The tran-
sient response of these devices may significantly vary
from the primary input and may even be oscillatory.

Again, these devices should be fully understood
prior to the application of computer relaying. An
introduction to voltage devices can be found in the
book Applied Protective Relaying.

Since these current and voltage transformers are
the primary sources of information from power lines
and equipment, it is necessary that any computer re-
laying system be able to use the data presented from
these devices. Many computer relaying techniques which
depend on 60 Hz information or the fault information
contained in lower order harmonics will have no prob-
lem with these devices. However, certain relaying
techniques which need high frequency data may find the
standard current and potential devices inadequate in
terms of high frequency response or transient behavior.
Much work remains to be done to determine the adequancy
of standard current and potential devices for all pro-
posed techniques of computer relaying.

Current and potential transformers have standard
secondary voltage and current levels. These are pri-
marily 5 amps and 120 volts. While these are the
standard input ranges for most commercial protective
relays, they typically are not appropriate for the cir-
cuits found in computers. It is therefore necessary in
many cases that voltage and/or current waveform ampli-
tude attenuation take place. Given ‘the low burden re-
quirements of the computer relaying input circuitry,
it is a relatively easy task to condition these input
waveforms. For example, in the case of current inputs
it is possible to design a current amplifier circuit
which will simultaneously define a fixed burden to the
current transformer and reduce the current amplitude
to acceptable current levels. Since the circuit con-
cepts required to perform these functions are generally
understood, they will not be investigated at this time.

A special problem occurs when the computer relay-
ing system requires high accuracy during both normal
and high level fault conditions. The problem can be
resolved by proper application of the analog-to-digital
converter systems but it can also be handled in the
input circuitry. A satisfactory solution for some
computer relaying applications is the use of nonlinear
amplifiers (e.g. logarithmic, etc.). The transfer
function of such devices is nonlinear and results in a
degree of compensation for the broad dynamic range
between normal and fault current values. The input
system of the computer relay must be designed to accept
this nonlinear input. This represents only one possi-
ble solution to the problem of broad dynamic range and
obviously is appropriate for only a limited number of
computer relaying systems. Again, the electronic cir-
cuitry required to perform these functions is well
understood. Numerous references in electronic and
instrumentation texts satisfactorily describe this type
circuitry. It is usually assumed that in modern hard-
ware applications the input signal conditioning and




amplifier circuits will be of integrated circuit de-
sign. We recommend the text Introduction to Operation-
al Amplifier Theory and Applications as an introduction
to this type electronic design.|39]

According to the data requirements of the parti-
ular digital relaying technique being implemented, it
is sometimes necessary to do analog filtering of the
data received from current and potential transformers.
The purpose of this analog filtering is to permit the
transfer of certain frequencies in the input signal and
to attenuate other frequencies. For example, a digi-
tal relay which is to be used to detect overcurrent
conditions of the 60 Hz waveform may require heavily
filtered current signals such that only the 60 Hz fun-
damental is presented to the relay. An analysis of
the input data requirements of various types of relays
will follow,

In- general, filters may be broken into four
classes: high-pass, low-pass, bandpass, and band- .
reject. The transfer characteristic, ]AV (f)|, of an
ideal high-pass filter is shown in Figure 2, and an
ideal low-pass filter in Figure 3. 1In an ideal high-
.pass filter, all frequencies above a cutoff frequency
- are transferred with no attenuation and all frequencies
below the cutoff frequency are attenuated to zero.
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Conversely in an ideal low-pass filter the frequen-
cies below a cutoff frequency are transferred with no
attenuation, and the frequencies above the cutoff
frequency are attenuated to zero. Of course, it is
impossible to attain these ideal transfer character-
istics using physical components but these transfer
characteristics may be approximated. The transfer
function of almost any high-pass or low-pass filter
of any order may be expressed as the product of first
order and second order transfer functions.

Bandpass filters and band-reject filters are
combinations of a high-pass filter and a low-pass fil-
ter. An ideal bandpass filter has a transfer charac-
teristic as shown in Figure 4. In this case a band of
frequencies is transferred and frequencies higher and
lower than this band are attenuated. This may be done
by cascading a high-pass filter with a cutoff frequen-
cy of f] and a low-pass filter with a cutoff frequency
of f, which will allow only frequencies between fj
and f; to be transferred. An ideal band-reject filter,
or notch filter, has a transfer characteristic as
shown in Figure 5. This characteristic may be obtain-
ed by using the approach shown in Figure 6, in which
the same input is applied to a high-pass filter with a
cutoff frequency of f, and a low-pass filter with a
cutoff frquency of £f1 and then summing the outputs of
these two filters. In this way only the frequencies
between f} and f, are attenuated.
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In addition to the steady state characteristics of
filters, the dynamic response of the filters should
also be taken into consideration for any given appli-
cation. Probably the most important.of these dynamic
characteristics are the rise time, which gives an indi-
cation of how long it takes a low-pass filter to reach
its final value; the overshoot, which is an indication
of how much a second order filter will exceed its
steady state value on the initial response to a step
input; and the settling time, which is an indication of
how long it takes a second order filter to settle to
its steady state value.

It is necessary that considerable attention be



given to the analog prefiltering of current and voltage
information before presentation to the digital relay.
One must have a thorough understanding of the affects
of various frequencies on the relaying algorithm and an
understanding of the information content of the fault
waveform at various frequencies. These considerations
will be discussed in detail in the section on data
sampling and in the dlscu551on of individual digital
relaying algorithms.

A multiplexer is a device which selects a signal
from one of its two or more input channels and trans-
fers this signal to its output channel. A solid state
multiplexer may be modeled mechanically by a multi-
terminal rotary switch. With suitable accompanying
circuitry, a multiplexer allows the transmission of
several signals over a single communications channel.
Thus, multiplexers are found in a wide variety of
applications, including data acquisition, data distri-
bution, parallel to serial data conversion, and many
others.

For digital relaying applications involving mul-
tiple analog signals, it is sometimes necessary to use
an analog multiplexer. An analog multiplexer permits
a single output line to mirror the signal at the se-
lected input channel. Thus, the multiplexer is essen-
tially a collection of analog switches (Figure 7) con-
trolled by the necessary channel selection logic.
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The selection is performed in the manner previously
discussed: a binary code is supplied to the multi-
plexer whose internal logic circuitry connects the out-
put to the corresponding input channel. The signals
applied to the input channels may be either single-
ended (referenced to the system ground) or differential
(two terminals required). Single-chip analog multi-
plexers are available which provide up to 16 single-
ended or 8 differential input channels.. A chip disa-
ble control line is included to permit parallel expan-
sion if external logic is utilized to select the de-
sired multiplexer. Unlike digital multiplexers, howev-
er, the accuracy of an analog multiplexer is dependent
on the load impedance presented to the output termi-
nals. The load impedance is often recommended to be
108 ohms or more to achieve maximum accuracy. This
rarely creates a problem, however, since analog multi-
plexers are typically used to drive IC operational
ampllflers or IC sample-holds whose input impedances
are in the range of 108 to 101 ohms.

A frequent application of analog multiplexers is
depicted in Figure 8. In this configuration, only one
sample-hold and analog-digital converter combination is
required to digitize the eight analog input signals. A
separate sample-hold and analog-digital converter would

be required for each input signal if the analog multi-
plexer could not be utilized.
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Digital multiplexers are available in all logic
families and merely sense whether the input voltage is
HIGH or LOW (+5 or @ for TTL and CMOS, @ or -5 for ECL).
The output voltage is then controlled to maintain the
same logic level or its complement, depending on the
specific design technique utilized. A simple 2-input,
3-bit multiplexer could be constructed as shown in
Figure 9. In this configuration, a HIGH voltage level
at SELECT A and a LOW voltage level at SELECT B would
result in the transfer of the three bits of data on
channel A to the three output lines. Alternatively, a
HIGH level at SELECT B and a LOW level at SELECT A
would transfer the data on channel B to the output:
Obviously, the possible combinations of number of input
channels and number of bits per channel is infinite.
Commercially, multiplexers are available in single chip
packages which range from 2-input, 8-bit to 16-input,

1-bit. In addition, two or more multiplexers may be
Select A
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A Input 2 H ___D——" %
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B
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combined on a single chip for some configurations, such
as quadruple 2-input, 1-bit. For multiplexers with
more than two input channels, it becomes undesirable to
have a separate select line for each channel. Since
digital systems only recognize two voltage levels, the
optimum solution is to utilize a binary code to select
the appropriate input channel. In order to simplify
the associated circuitry, each multiplexer chip also
incorporates the logic necessary to decode these binary
channel selection codes. In addition, most multiplex-
ers furnish an additional control line which can be
used to disable the output lines. Thus, the output

may be disabled when it is desired to communicate with
another device using a common data bus. For this rea-
son, most digital multiplexers have three-state out-
puts, allowing the output lines to assume a high im-
pedance when they are disabled. This prevents the out-
put lines from affecting the data bus when they are
disabled. In addition, the output disable allows sev-
eral multiplexers to be paralled to increase the total
number of input channels. External logic is required,
however, to disable the output of each undesired de-
vice. A typical application of digital multiplexers
incorporating all of these features is shown in Figure
10. This configuration allows a microprocessor to
access a variety of data sources which share a common
data bus. A second multiplexer serves a parallel-to-
serial converter and allows the microprocessor to trans-
mit data to a teletype or similar piece of equipment.
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Many techniques have been developed for converting
analog electrical quantities to corresponding digital
representations. The approaches are so numerous that
only those methods most frequently implemented will be
discussed. Currently, most methods of A/D conversion
will fall into one of the four categories:

a) Successive Approximation

b) Integration

¢) Counter and "Servo" Types

d) Parallel and Modified-Parallel Types

The basic principles involved in each of these techni-
quos play an important role in the data acquisition
design scheme, since a thorough knowledge of the method
implies a knowledge of its limitations.

All bits of the digital represention are initially
set to zero. A comparison is made between the digital
representation, with the most significant bit set high,
and the analog input, using a digital to analog conver-
ter (D/A) and a voltage comparator. If the digital
representation translates (through the D/A) as a higher
value than the input, that bit is set to zero. This
process proceeds, setting the next bit high etc., until
each bit from the MSB to the LSB is run through the
comparison process. The end result is the desired dig-
ital representation.

Accuracy, linearity, and speed are primarily af-

- fected by the properties of the D/A converter (and its
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reference), and the comparator. In general, the set-
tling time of the D/A converter and the response time
of the comparator are considerably slower, than the
switching time of the digital elements.
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All integration techniques are related in that a
counting sequence over a period of time determines the
digital representation. The dual-ramp type integrates
the sampled analog signal for a specified period of
time, charging an internal capacitor. A reference vol-
tage is then integrated in opposition to the existing
charge on the capacitor while a counter records the
time required for the capacitor to be discharged. The
final count is the desired digital representation. Con-
version accuracy is independent of both the capacitor
value and the clock frequency, because they affect both
the up slope and the down ramp in the sampling period.

Other conversion approaches in this class include
the single-ramp type and voltage to frequency conver-
ters. In the single-ramp converter, a reference vol-
tage, of opposite polarity to the signal, is integrated
until the output of the integrator is equal to the sig-
nal input. Hence, the single-ramp converter is similar
to the dual ramp method; the weakness is that its accu-
racy depends on both the capacitor and the clock fre-
quency. In the V/F converter, a frequency is generated
in proportion to the input signal; a counter measures
the frequency and provides a digital output code, the
value of which is proportional to the input signal.
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Counter type A/D's are simple in concept. A
count is initiated and used to drive a D/A, the output
of which is compared to the input until the two are
equal, whereupon the count is ceased. This converter
has the disadvantage of limited speed for a given
resolution, since the conversion time for a full-scale
change is equal to the clock frequency divided into
the maximum number of counts. The "servo' type is
similar except that the counter may count up or down
and, therefore, tracks the analog input and can follow
small changes quite rapidly.
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The parallel type A/D exhibits the fastest conver-
sion rate currently availatle from the essential types
of A/D's. The reason being that a comparator exists
for every possible d1g1ta1 representation. As the in-
put increases, an increasing number of comparators
switch on. Digital logic then converts the comparator
outputs to a digital code representing the analog in-
put. The disadvantage of this technique results from

the geometrically increasing number of comparators as
the bit number is increased, which contributes greatly
to cost as higher resolution is required.
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Combinations of the procedures outlined above fre-
quently allow new levels of performance to be achieved.
For example, by combining parallel conversion for small
numbers of bits with successive approximation, it is
possible to strike a compromise that gives better reso-
lution than a parallel approach, with less complexity,
and improved speed over the successive approximation
approach.

The particular methods by which digital represen-
tation of an analog signal may be generated have been
discussed thus far; however, the representation may be
accepted in many forms, each with its own advantages.
Additionally, the rate at which the conversion process
proceeds determines to a great extent the nature of the
data acquisition system. These two aspects of the
analog to digital conversion process constitute the two
main criteria for applying the principles of analog to
digital conversion and can be best described in terms
of the resolution desired and the sampling or conver-
sion rates necessary to implement a given data acqui- .
sition scheme.

The resolution available with any digital represen-
tation is a function of the number of available bits
and the form of the bit code. Consider for a moment
an unsigned binary form of eight bits. The range of
values that may be represented extend from 0 to 255,
corresponding to all zeroes or low levels and all ones
or high levels repectively. Thus, the resolution
available is 1/28 or 1/256 of the full scale expecta-
tion, i.e. the uncertainty will lie within * 1/512.

I1f, however, a signed binary form is implemented, two
forms of zero are possible, positive and negative, and
the resolution is reduced to 1/255. Other digital
forms that are commonly applied fall into one of two
categories, unipolar or bipolar. Unipolar forms repre-
sent magnitudes extending from zero, whereas bipolar
forms include negative representations. Examples of
unipolar forms include unsigned binary and binary
coded decimal. Bipolar forms include sign magnitude
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and two's complement. Any text on digital information Tepresents a fast acting switch which connects the

representation will discuss these various types and data acquisition system to the analog signal for a
their advantages.[33] Thus, many digital forms exist very short time and remains open for the rest of the
and A/D's are available with 12 bits of conversion period. The result of this Qperation is identical to
and more. Both factors must be considered together multiplying the very short on time of the sampling
when deriving a system scheme. switch and the signal. The resultant modulated pulse
train is shown in Figure 15 (c), where the amplitude
The other main criterion for application of A/D of the analog signal is preserved within the signal
principles is sampling rate. This affects the signal envelope at discrete times. Replacing the sampling
tracking capability and the multiplexing schemes (if switch with a switch-capacitor combination enables the
any). . Obviously it would be impossible to gain much signal to the stored or held until the next sample
useful data from a converter which sampled a sixty pulse. This type of signal acquisition, as illustra-
cycle signal ten times a second. The conversion rate ted in Figure 15 (d), is known as a sample and hold
necessary for a given application would depend, there- technique.
fore, on the allowable tracking error. As far as
multiplexing is concerned, a conversion rate slower To determine how often the sampling pulses should
than the multiplexing rate would be unacceptable, occur; that is, to determine the "sample rate" for a
Also, obtaining information regarding the settling given system, one must examine the analog signal char-
characteristics of the multiplexer switch would be ad- acteristics. Obviously, the sample rate must be fas-
visable in order to determine how soon the converter ter than any significant changes in the analog signal
could sample a given channel and remain within a in order to retain all the useful information. The
" specified tolerance. Nyquist Sampling Theorem defines a minimum allowable
sample rate to be used.[65] It states: If a contin-
Although the two criteria of resolution and sam- uous bandwidth limited signal contains no frequency
- pling rates constitute the main concerns in applying components higher than f. then the original signal can
A/D principles effectively, other concerns should not be completely recovered without distortion if it is
go without mention. sampled at the rate of at least 2 f. samples per sec-
. ond. Figure 16 illustrates the sampling theorem.
To fully understand how to apply-A/D converters, Figure 16 (a) shows the frequency spectrum of the
-we need to be familier with digital sampling theory. desired signal. If the sample rate is chosen as fg,
A discussion of this topic follows. then the sampled signal will be modulated by the fre-
quencies in the analog signal, as is shown in Figure
Figure 15 will serve as an illustration of how an 16 (b). Should fs be less than 2 f., the high fre-
analog signal is captured and converted to a digital quencies of the signals cannot be distinguished from
signal. Figure 15 (a) portrays the analog signal to be the low frequencies of the sampled signal; thus dis-
converted. The train of pulses in Figure 15 (b) tortion error exists which is termed ""frequency fold-
. ) ing."
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g (c) I I, ,' ,l , Another error related to a sample rate which is
too low is "aliasing". Aliasing error occurs due to
i the fact that the sampled signal may contain low fre-
quencies that actually do not exist in the original
analog signal. This error is seen in Figure 17. The
dotted line indicates a low frequency that does not
Sampled exist in the original signal.
and Held
Signal (d) Li‘qu__J__J—rI‘- The weight assigned to the least significant bit
(LSB) of an analog to digital converter is termed the
: "nominal resolution" for that converter.[23] The

resolution is given in terms of a fraction, a percent-
age, parts per million (ppm), or in db. A table of
the resolutions of the more popular sizes of A/D's

Fi 15 (db is a base ten logarithm of the ratio of the LSB
lgure value.to full scale (unity) multiplied by twenty.)
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follows:

Bits Q 1/2" db 1/2" decimal % ppm
127t 12 -6 .5 50 500,000
4 27% 1716 -241 .0625 6.2 62,500
8 278 17256 -as.2 .0039 .4 3,906
12 2712 174006 -72.2 .0002 024 244
16 2716 1765536 -96.3 .000015  .0015 15

Table A Resolutions

"Useful Resolution," although typically not in-
cluded in specifications, is a second type of resolu-
tion. Useful resolution is the smallest uniquely-
distinguisable bit for all conditions of required
operation (time, temperature, etc.) in other words, a
12-bit A/D may have only 10 bits of useful resolution
from one extreme operating temperature to the other.
Useful resolution is limited by "relative accuracy'.

Accuracy, ‘just as resolution, also has two dis-
tinctions. '"Absolute Accuracy" defines the error of
an A/D as caused by such things as gain error, non-
linearily, and noise. The error of an A/D converter
at a given output code is the difference between the
theoretical and actual analog voltage level required
to produce that code. Since the code may be produced
by any analog signal in a band of voltages the ''re-
quired input voltage" is defined as the midpoint of
the band of inputs. For example, if 5 volts (+ 1.2mV)
will theoretically produce a 12-bit half scale code of
100000000000, then a converter for which any voltage
from 4.977 V to 4.999 V will produce that code has an
absolute accuracy of 1/2 (4.997 + 4.999) - 5 volts =
-2 mV.

Relative accuracy, expressed in %, ppm, or frac-
tions of LSB, is the deviation of the analog value at
any code (relative to the full analog range) from its
theoretical value after the full-scale range has been
calibrated. Since the discrete points on the theo-
retical transfer characteristic lie on a straight line,
this deviation can also be interpreted as a measure of
nonlinearity.
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As can be seen, there are numerous technical fac-
tors to be considered when a digital relay is to be
applied. If the signal conditioning subsystems are not
properly designed and matched to the relay, the overall
performance will be signficantly degraded.
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CHAPTER III

ALGORITHMS FOR PROTECTIVE RELAYING

In the previous chapters, the reader has
been introduced to the overall hardware configuration
of a computer-based relay, as well as to some of the
design specifics of the subsystem which samples the ac
signals and enters them in digitized form into the
processor memory.

In a-conventional protective relay, the
operating characteristics are completely defined in
the design of the hardware. For example, the behavior
of an electromechanical distance relay is dictated by
transformers which modify the ac input signals, and by
an induction cylinder unit which multiplies and
integrates to yield a mho circle characteristic.
then defines the locus of apparent impedances for
which the tripping contact will close. Computer
relaying hardware is much more flexible, however, and
can be used to monitor or control a variety of
industrial processes. What makes it function as a
specific power-system protective device is the
software which digests the digitized samples of
voltage and current waves into trip/no-trip decisions.

This

This Chapter takes an overview of the
mathematical equations, or algorithms, which can be
implemented in the processor to produce numerical
quantities from sequences of data samples. These
algorithm .outputs form a basis for the relaying
decision. :

INTRODUCTION TO RELAYING ALGORITHMS

Assume for the moment that ome wishes to
perform simple overcurrent protection using a
computer., That is, if the current magnitude exceeds
some user-selected threshold, a trip output is to be
initiated. At the input to the processor is a
hardware subsystem, such as that characterized in
Chapter II, which can sample, digitize, and store
current-wave data in memory.

The problem may seem trivial, as it did to
many of those who first seriously considered it in the
late 1960's. The first proposed measurement schemes
attempted to sample the current wave at its peak to
obtain a value proportional to RMS magnitude [8]. The
peak sample vould be found either by detecting the
2ero-crossing and waiting 1/4 cycle (4.16 ms); or by
detecting the zero crossing of the differentiated wave
and sampling at that instant. The differentiated
current wave leads the current wave by 1/4 cycle and
can be obtained by looking at the secondary voltage of
an unburdened air-gap or air-core transformer.

The peak measurement scheme had at least two
recognized deficiencies:

1. In order to find the peak, the relaying
processor required special interfacing
hardware -- zero-crossing detectors and timing
or differentiating devices in addition to the
input elements mentioned in Chapter II.
Although rigorous performance-prediction
procedures had not evolved at that time, it
was obvious from inspection that any transient
distortion present during the sampling would
disrupt the measurement.

Relegating a sophisticated minicomputer to
the comparison of a number with a 1imit while
providing specialized external hardware seemed
inappropriate and economically unattractive. The next
obvious steps, then, were to attempt to move more of
the processing burden into software while reducing the
dependence of the accuracy on a single sample. This
required signal-processing algorithms which did not
need to be synchronized to the periodic waveforms
being measured.

Asynchronous-Sample Algorithms
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The bulk of this Chapter discusses the
following categories of algorithms:

1. Sample-and-derivative calculations

2. Sinusoidal curve-fitting

3. Fourier-analysis and Walsh-analysis notch
filtering.

4. Solution of differential equation of
protected-system model.

5. Least-squares curve fitting.

This section introduces concepts which are common to
all of them, starting with a detailed description of
the first algorithm published for use with
asynchronous -data samples [19]. 1t belongs to
category (1) above.

The equations below use the following

symbols:
i = Instantaneous value of the ac current
waveform.
i' = Instantaneous value of the derivative of the
ac curﬁent waveform.
i, = The kF instantaneous current sample value
. in an infinite sequence of such sample
values.
Ip = The peak value of the ac current sinusoid.
W' = Angular frequency of the sinusoidal current
wave in radians per second.
t = Time instant relative to beginning of ac
" cycle, or relative to beginning of the
measurement process.
h = Fixed time interval between samples.

Consider a pure sinusoidal current of
frequency w:

is= I, sin wt (1)
The rate-of-change of this sinusoid at any instant is
i' = w I, cos wt (2)

One can see that when i = 0, i' assumes its maximum
value; such a value is just a frequency~dependent
constant times the peak of the original current,
Therefore, the rate-of-change at the zero-crossing is
a good indicator of peak value. Mann and Morrison
[19] utilized the fact that a fixed computation using
the sample value and the derivative yields the peak of
the sinusoid regardless of where on the wave the
sample is taken:

. 2
N (_)
P w

3
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An expression for the phase position of the value on

tiie sinusoid is:
~1 fwi
01 = tan (TL,—)

Peak and Phase Computations with Data Samples

(4)

The application of these expressions to
relaying was a breakthrough, since it permitted the
use of asychronous sampling, i.e., the sampling
process did not have to be synchronized to the phase
position of the sine wave being measured.

Consider asynchronous sampling of a current
wave on a continuous basis with uniform time interval
h between samples as shown in Figure l. Sample number
k is the present sample, while k-1, k-2, k-3, k-4 are
the last sample, next older sample, etc. ki1, k+2,
etc. represent "future” samples which are not yet
available at the instant of time captured by Figure
l. We refer to the magnitude of the sampled current
values as 1, 1.y, ig4), etc. Note that each time we
take a new sample, we renumber all of the old ones —-

ik becomes ik—l’ ik-l becomes 1k—2' and so on for all
samples being considered.

We now wish to write equations (3) and (4)
above in terms of these samples. Since a given sample
value contains no infomation about the derivative at
the sampling instant, the derivative must be
approximated by computing a scaled difference
including samples on either side of the sample point

for which {' is needed. Figure 2 shows one possible
way of doing this. .The sampled data expression is
. Libl = -1
k P )

Thus with asynchronous sample value i, and the first-
difference approximation to its derivative (5), we can
compute Ip and 01.
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Figure 2. Example of Sample-Difference Approximation

to Derivative.
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Note that a total of three consecutive
samples are needed. We say that this algorithm has a
data window of 3 samples, or of 2h milliseconds. The

next section reviews data windows.

Since the 1,4, sample was previously
described as a “future” sample, the computations must
be held up until 141 18 available in a real system.
Strictly speaking, we should always express the
algorithm in terms of i, i,_; and i _5. Nonetheless,
in the literature algorithms are often expressed using
samples like i,.,, with the time delay needed in the
implementation understood by the potential user.

Now consider the application of such an
algorithm to a current wave whose peak magnitude
increases suddenly due to a fault. Note that the

_instantaneous magnitude is constrained by power-system
reactance from changing suddenly; this often gives

rise to the decaying-exponential current transient
associated with faults. Assume for now that the fault
current is free of noise or harmonics and that the
inception angle is adjusted to produce no decaying-
exponential transient.

Also, assume that the input subsystem takes
many samples for each ac period; for example 8 to 16
per cycle (i.e., h = 2.08 to 1.04 ms with £ = 60
Hz). The relaying computer applies the algorithm
recursively to the signal —— each time one new sample

"is taken, one old one is discarded and the calculation

is repeated. Refer to Figure 3. The 3-sample data
window is stepping along the wave, including new
samples as they appear in the group of three used to
compute I, amd ¢;. For the prefault steady-state
condition, each recursion yields the identical,
correct values of I, and ¢4.

Eventually the window reaches the fault
inception point and the peak current magnitude.
suddently becomes larger. At a time 3h units after
the last prefault sample, 3 fault samples are
available which the processor can use to calculate the
fault-current magnitude. Keeping in mind that a
noise- and transient—free fault signal was assumed,
these three samples are sufficient to accurately
compute the peak magnitude of the fault current, and
thus to make the trip or no-trip decision. When the
next fault-current sample is taken, the processor can
repeat the computation, adding the new sample and
discarding the oldest as before. The same peak
magnitude number should be produced.

This provides a solution to the problem of
relaying an ideal fault, but two key questions have
been left unanswered so far:

(1) What algorithm results are produced during
the transition interval when some of the
samples are taken after fault inception and
some remain from before inception. (i.e.,
when the data window includes the fault
inception time as shown in Figure 3)?

How well will the algorithm work when noise
and transients are present in the signal?

(2)

Answering these two questions identifies the
main tradeoffs one makes in selecting from the variety
of available algorithms.

Data Window and Fault Inception

For the one algorithm considered so far, the
computations performed when the window includes both
prefault and postfault samples tend to yield poorly-
defined intermediate results. While one might hope
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Figure 3. Data Window Stepping Along Current Wave.

for a smooth transition from prefault to fault peak
values (and can obtain a smooth transition from some
algorithms discussed later), this particular algorithm
and many others yield unpredictable results while the
window includes the moment of fault inception.

Because of this,the processor must wait at least 3
samples after fault inception before it tries to
establish the fixed fault current magnitude.

Effects of Noise and Transients

Of course, real fault waveforms are not pure
as assumed so far. Depending on prefault load, fault
inception angle and fault-current magnitude, a
decaying exponential or dc—offset transient appears in
the current with initial amplitude up to the peak of
the fault current, and with a decay time. constant of
30-50 ms for a typical EHV line. Nonlinear-impedance
elements in the system, including the fault arc
itself, may produce a number of harmonic components
which are especially noticeable in the voltage
signal. Other high-frequency noise may be present,
including that associated with reflection of surge
wavefronts between the bus and the fault » and that
resulting from the eigenvalues of the faulted
system. Finally, current transformers often saturate
during faults, while capacitive-divider voltage
transformers produce undesired subsidence
transients. Consider how any algorithm, such as the
Mann~Morrison algorithm used as an example so far,
works when all of this distortion is present. Recall
the assumed waveform from which that algorithm was
derived -'a pure 60 Hz sinusoid. With such a pure
wave, only three samples are needed because the
algorithm only requires enough data points to fit the
sinusoid of the correct. phase position and .
magnitude. If the samples are corrupted by othet
frequencies and nonsinusoidal signals, the wrong
sinusoidal fit will be calculated. The size of the
error depends on the magnitudeof the undesired
components. The next section looks at other
algorithms which assume corrupted waveforms, and thus
deal more effectively with them when they occur.

Performance Analysis Techniques

A transfer function, similar to that
generated for continuous-time networks, can be used to
analytically.predict the behavior or response of an
algorithm in the presence of distorted fault
waveforms. This function can be found by using the z-
transform, which resembles the Laplace transform with
the jw-axis in the s-plane mapped into a unit circle
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about the origin of the z-planme. [40], Chapter 2
describes the z-transform. "Sampled-Data Control
Systems” {[J. R. Ragazzini and G. F. Franklin, McGraw-
Hill Book Co., New York, 1958] also serves as an
excellent tutorial reference on z-transforms. By
transforming the algorithm into the complex-z domain
and substituting frequency for the complex variable z
(as we do to go from the Lalace to the Fourier )
transform) we can obtain a frequency response plot for

‘the algorithm which is symmetric about the Nyquist

ftéquency (one~half the sampling frequency) and which

repeats after each integer multiple of the sampling
frequency. This symmetry and repetition represents
the ‘folding or aliasing predicted by the sampling
theorem as shown in Chapter II. We assume, as in
Chapter II, that the input signal has been low-pass
filtered with sufficient attenutation at the Nyquist
or folding frequency so that we only need consider the
algorithm response below this limit.

If we apply the z~transform to the Mann-
Morrison algorithm and plot the frequency response, we
obtain the result shown in Figure 4. To see the
meaning of plot, consider the spectra of the power-
system signals shown in Figure 5. (a) is an impulse
at 60 Hz, representing magnitude of current the pure
sinusoid before the fault occurs. Clearly, the
multiplication of this magnitude by the 60 Hz
algorithm response simply scales the amplitude; we
already know that the scaling yields peak magnitude as
an output. Next, consider the spectrum in 5(b). This
shows an example of a fault signal, with a large 60 Hz
component, a number of harmonics, a high-frequency
traveling-wavefront component, and an exponential
component produced by the decaying dc-offset
transient. Only the high-frequency wavefront
component is removed by the analog anti-aliasing
filter; the rest of the distortion passes through the
algorithm and affects the results. The multiplication
of the spectrum and the frequency response function
will yield a result showing the influence of all the
components on the output. The frequency-response plot
represents the average behavior of the algorithm over
the full ensemble of possible phase relationships
between a specific frequency components and the data
window; individual realizations may show more or less
response.

For the sampling rate shown in Figure 4 note
that the algorithm is much more sensitive to some
harmonics, notably the third harmonic, than it is to
the desired fundamental. This illustrates the
potential pitfalls of the optimistic assumptions on
which the algorithm is based.



For distortion above the fundamental
freugency, Mann and Morrison proposed in [19] a
digital-filtering calculation which averaged samples
over a short time span to attenutate the undesired
components. Also, they recognized the harmful effects
of decaying-dc offset transients on their algorithm
and proposed the use of a mimic-burden -— an R-L
series network whose time constant matches that of the
protected power network. Connecting this burden in
parallel with the current input to the relaying
computer suppresses offsets of the assumed time
constant.

lHlnl

o 1 ) ) ! ! | Errors resulting from fault-waveform
°o . 2 3 4 5 6 distortion point to the desireability of finding an
/tac algorithm which is highly frequency-selective =— one
Frequency Response of Mann-Morrison which has a sharp response peak at 60 Hz and little or
Algorithm (12 samples per cycle). no response elsewhere. So long as the specified
frequency-response 1s consistent with criteria of
casuality for filters we can design a practical
implementation. However, a basic principle of
communications theory states that a signal cannot be
- strictly bandlimited and strictly timelimited
simultaneously; constriction of either time or
— bandwidth entails expansion of the other. In terms of
algorithms, we therefore predict that to filter the
input data we must take samples for a longer time
interval then for the Mann-Morrison algorithm; i.e.,
_ tgagzcsgnenr we will need a long data window. As a consequence, we
T . will have to wait a long time after fault inception to

Figufe 4.

accumulate enough data for a post-fault steady-state
I T T T T T measurement. The fulfillment of this prediction is
1 2 3 4 5 P found in the discussion of additional algorithms in
the next section.

Distance Relaying on a Computer

Figure 5.'4(a) Prefault Signal Spectruﬁ Example.

Subsequent chapters present specific
60 HZ FAULT techniques for line, bus, generator, and transformer
] f”RRENT . protection; the goal here is only to provide a basis
for understanding how computations of steady-state
magnitudes and phase positions are executed regardless
) of application. However, this subsection introduces
°°g":gzgg¥;5 the notion of line protection by distance measurement
] //C since some of the algorithms which are of general
interest have been formulated for this purpose. Also,
- 4 line protection serves as a basis for examples in the
T section on performance tradeoffs below.
{
5

A/ IIIJP:

NA,

Protection of an important transmission line
is most frequently performed using phase~ and ground-
F/FAC distance relaying techniques. In a computer-relaying
R;:Zgg??gzs system for a transmission line the goal is then to
DECAYING-OFFSET : extract the apparent impedance from the line terminal

TRANSIENT(AREA UNDER to the fault from the data samples.
EXPONENTIAL CURVE).

1 2 3 )

With the example algorithm above, one
obtains apparent impedance by calculating the peak
voltage magnitude and phase position, and the peak
current magnitude and phase position. Then, the
computer executes a complex phasor division to
calculate apparent impedance. The result is produced

T8 in polar form Z < 6, but can be readily
14| . converted to or directly computed in rectangular form
rel R + jX if desired. In general, it is possible to
S obtain the results in either form directly, or by
converting from one to the other. Specifically, some
of the algorithms discussed below use both voltage and
25 . current signals as inputs, and directly yield complex
phasor impedance in rectangular form without the
intermediate computation of voltage and current
) magnitudes and phases.

‘Figure 5. (b) Fault Signal Spectrum Example.

1.0~

o 1 ! 1 1 1
[+] ] 2 3 4 ] 6
t/tac Details of the line protection problem will

b .
Figure 6. Frequency Response of Prodar 70 Algorithm e discussed in Chapters 1V and V

(12 samples per cycle).
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ADDITIONAL ALGORITHMS

This section provides only a sample showing
the range of available algorithms. The list at the
end of this chapter cites a number of references in
the Bibliography, Chapter IX, which include additional
algorithms.

1. Prodar 70 Algorithm

In 1971, a computer based transmission-line
relaying system designed by Westinghouse [24,25] was
placed in experimental service at a Pacific Gas and
Electric Co. substation as part of a joint project
described in Chapter IV. The designers were concerned
in this case with two types of distortion of the
sinusoidal relaying signals -- dc-offset transients,
and subnormal frequency components caused by . nearby
series~capacitor banks during faults. Accordingly,
they took the Mann—Morrison algorithm described above
and modified it to use first and second differences,
rather than raw sample values and first differences.
This aproach leads to equations 6 and 7 for the peak
and phase values.

v\ 2
g 2 1
P k \w

I = (6)

8, = -tan ! (—‘:—i') (7
where '
' 1

1wy (g = ) ®)

is the first-difference approximation as before and

1

It
k
h

is the second-difference approximation to the second
derivative. The extra differentiation reduces the
sensitivity to dc-offsets, subnormal signals, and all
other distortion of frequency below the power-system
fundamental. However, it also accentuates the errors
from harmonics and high-frequency distortion, so that
post-algorithm integration must be used to obtain
usefully stable results. Compare the frequency
response in Figure 6 with that in Figure 4. Observe
how the extra differentiation has heavily skewed the
response towards higher frequencies. This has not,
however, substantially altered the overall
selectively, which 1s still limited by the three-
sample window.

2. Sinusoidal Curve Fit

- This algorithm, developed by Pennsylvania
Power and Light Co. [51], uses voltage and current
samples to directly calculate apparent resistance and
reactance to the fault. The computation is based on
fitting data to fundamental sinusoidal quantities
(voltage and current) using three consecutive
samples. Equations for X;, and R are

Vi=11 T Vielyey
> .
U5y = Li-p1)) csc 8

Xy, = (10)

Vie1tk-1 7 Viedk-1 T V-2l
7
2(1 n-1 in-Zin)

2

where 4 2nhf is the constant angular displacement
between samples (in radians).

The equations respond rapidly to changes in
the incoming data, but are susceptible to high~
frequency transients. Note the sensitivity to the
third harmonic in the frequency-response plot of °
Figure 7. )

3. Full-cycle Fourier Algorithm

Ramamoorty [28] was the first of many to
propose that the desired fundamental voltage or
current be extacted from the fault transients by
correlating one cycle of data samples with the stored
samples of reference fundamental sine and cosine
waves. Figure 8 illustrates the process.

Note that waveform description is initially
produced in rectangular form. The general expressions
for the sine and cosine components of voltage at a
sample point k are :

N-1
1 2
VS = ¥ 2 Lil vk-N+l81n (—N ’) (12)
v =4 + + 2 NEI AR) : (13)
¢ N Yk T %k - Vi-N+2 SO8\§

where the vy are the voltage samples and N is the
number of samples taken per fundamental cycle.

Similar expressions are evaluated for current
components I, and Ic' These may be converted to polar
form using

(14)

v oeo/vi s P
s c
-] Vs
¢v = tan iﬁ; (15)

Implicit in Fourier analysis is drastic filtering of
the data; the output responds slowly, smoothly, and
accurately to badly distorted fault waveforms.

The frequency response plot of Figure 9
shows the response peak to the power system frequency,
with nulls at dc and at each harmonic. High
frequencies above the second harmonic are all well
attenuated.

The minor lobes of response between the
harmonics are referred to as leakage and result from
the finite time window. The minor peaks can be
attenuated by pre-weighting the samples before
algorithm processing, at the expense of loss of the
main-lobe resolution. This is shown in a
subsequent section of this Chapter.

The Fourier method can be extended to use
multiple cycles of . data, if relaying time permits.
The filtering becomes even sharper, and the response
slower.
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Figure 7. Frequency Response of Sinusoidal Curve Fit
Algorithm (12 samples per cycle).

This algorithm yields the best filtering of
any algorithm discussed here; or, in fact, of any
algorithm using this size data window. Recall our
prediction that the algorithm with well-bandlimited
response collects data for a long time - this one
takes a full cycle to converge on the post-fault
stead-state result, as the long window steps from
prefault to postfault data.

4. Fourier Algorithm with Shortened Window

A highly effective compromise between speed
of response and sharpness of filtering has been struck
by Phadke et al {62]. The basis for this method is
the same as for the full-cycle Fourier method, but the
data window is shortened to 1/2 cycle plus one sample
for faster response:

N/2
v =343 si.n(ﬂ 1-) (16)

v
s TN, k-(N2)H N
N/2
4 2n
Ve 'W,il Vi-(N/2)42 5% (T") : an

Of course, accuracy of results is more
seriously affected by off-normal frequency components;
dc offsets present a particular problem. The authors
of the algorithm remedy the latter by assuming that
the fault waveform contains a dc offset of unknown

SAMPLES OF REFERENCE
SINUSOID

INPUT CURRENT

I CORRELATE

magnitude but with time constant determined by the
known X/R ratio of the line. The suggested
implementation effectively finds the magnitude of the
offset and subtracts it from the fault waveform prior
to the Fouriler analysis itself.

The response plot of Figure 10, when
compared to that for the full cycle Fourler algorithm,
shows slightly reduced effectiveness in coping with dc
and even harmonics as expected. This is overcome, in
part, by the dc offset correction.

5. Walsh=Function Algorithm

The Walsh Function algorithm {[53] is closely
related to the Fourier algorithm of 3 above. The
orthogonal functions which are correlated with the
fault waveform, however, are not fundamental sine and
cosine functions, but Walsh functions — a fundamental
pair of odd and even square waves, plus a set of
harmonically-related square waves whose transitions
occur according to a binary-counting sequence.

Real-time computation is simplified since
the reference square waves assume values of +l only.
However, this benefit may be mitigated in some
applications by the need to extract several harmonics
of the square-wave components along with the
fundamental so that the desired fundamental sinusoidal
component can be reconstructed from the Walsh
functions.

As for the full-cycle Fourier algorithm, the
filtering of the source data is drastic, and the
resultant output is thus heavily damped. Accuracy is
good even for distorted waveforms.

Note that the frequency response plot of
Figure 11 is given for a sampling rate of eight per
cycle, rather than 12 as in the other cases; the
Nyquist limit coincides the with the fourth
harmonic. This is because the Walsh method is
convenient to implement only for a number of samples
which is an integral power of two. Although this plot

1s not directly comparable with the Fourier plot

- above,. the two algorithms, in fact, behave almost

identically if implemented for the same sampling rate.

WAVEFORM
(MULTIPLY SAMPLES —= NUMERICAL .
& ADD FOR ONE MAGNITUDE
CYCLE) OF SINE
COMPONENT
I
/ s 111=+/13 + 12
| . L.l J L L J
o 1
l CORRELATE 8y = tan~! Tcs
(MULTIPLY SAMPLES —= NUMERICAL
8 ADD FOR ONE VALUE OF
[ ™ ) cycLE) COSINE
12 SAMPLES COMPONENT
PER CYCLE I
{(UNIFORM,
ASYNCHRONOUS)

SAMPLES OF REFERENCE
COSINUSOID

Figure 8. Fourier Notch-¥ilter Algorithm.




!
'Hlul

/1ge

Figure ‘9. Frequency Response .of Full-Cycle Fourier
Algorithm (12 samples per cycle).
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Figure 10. Frequency Response of Fourier Algorithm
with Shortened Data Window
cycle).

6. Differential-Equation Algorithm

Taking an ingeniously different view of the
problem of apparent-impedance measurement for a
transmission line, McInnes and Morrison [16] proposed
that the line being protected be modeled as a series
R-L circuit resulting in the following equation:

di

=R i+ Leff E . (18)

Vo= R

. Solution for the R and L parameters is
accomplished by integration over two successive time
periods and solution of the resulting simultaneous
linear equations. Integrations are performed using
the trapezoidal rule. The sampled-data expressions
are:

Cpar Mg Gyt 0=+ v+ ik—Z),lg)
Gt 3 ™ LGP T )0 1 )

h
=3

Ot Vi) St v s 1)

- ! _ (20)
et O L F T ) 1)

R

This algorithm has the advantage of
recognizing dc offsets as valid components of fault
currents rather than processing them as unexpected
transients — such offsets are predicted by the lumped
R-L model on which it is based. This model is valid
for lines that are not extremely long, permitting

(12 samples per -

|H|n|
0 | 2 3 4
t/tqc
Figure 1l. Frequency Response of Walsh-Function
Algorithm (8 samples per cycle).
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Freqﬁency Response of Differential-

Figure 12,
: Equation Algorithm (12 samples per cycle).

shunt capacitance to be neglected. For long lines,
shunt-admittance effects introduce some error but do

. ot corrupt the results excessively, in general.
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One recent work [88] has attempted to
develop an algorithm from a model which includes
lumped admittance elements, but the computational
burden on the computer increases'severely.

The plot of Figure 12 is for a data window
of 5 samples, which is one of the many possible
windows for which this algorithm can be implemented
(down to 3,as in (19 and (20) above). High-
frequency response falls off to a null at the Nyquist
limit. The large response to dc and low frequencies
does not reflect unfavorably on the ability of the
algorithm to deal with the exponentially decaying dc
offset whose occurrence is consistent with the line
model. :

A highly-effective algorithm related to the
one just given was developed for an experimental
computer relaying.system developed by the General
Electric Co. [66,85]; this project is described in
detail in Chapter 1IV.

Ranjbar and Cory [49] have proposed a
related algorithm in which the limits of integration
have been selected to introduce nulls at particular
harmonic frequencies. The method is very effective in
this regard, but does have a generally longer data
window. Also, it tends to ring on fault inception so
that the results oscillate severely until the window
is completely filled with fault data.



7. Least—~Squares Fitting Algorithm

The Fourier algorithm can be shown to be a
means of fitting a fundamental sinusoid to the fault-
data samples with the minimum possible mean-square
error. More sophisticated algorithms have been
proposed which perform a similar fit, but to a
sinusoid having an exponentially-decaying dc transient
and/or harmonic distortion.

Luckett et al [47] claimed to have performed
a least-squares fit to the general fault waveform:

N
A
Ke b+ I

(21)
1 m=1

(szsin mwt + K cos met)

2mtl

where the solution for the K values is found by a
least-squares fit of the form which minimizes the
mean-square error between the assumed and actual )
waveforms. Few details regarding the implementation
of the algorithm are given in [47]; many such fits are
possible. Figure 13 shows the frequency response for
a least-squares algorithm using a 10-sample window
with 12 samples taken per ac cycle. 1In all of these,
a decay time comnstant 1/A for the offset transient is
assumed. ‘

In a more recent and complete presentationm,
Sachdev and Baribeau [92] suggest a:least-squares
fitting algorithm which solves simultaneous equations
to obtain parameters of the fault waveform from a
series of voltage or current samples. Seven
parameters describing a fundamental component, a dc-
offest transient whose decay time constant need not be
assumed, and a third harmonic component, are
identified. If seven samples are used, the equations
can be expressed in matrix form as

Al [x] = [v] (22)

where [x] is the desired parameter vector, [v] is the
sample vector, and [A] is a square matrix of
constants. Multiplying both sides on the left by
[A]”" solves the system for [x].

Accuracy can be improved by expanding the
data window; 1i.e., by increasing the size of [V]. If
this is done, [A] 1is no longer square and cannot be
inverted.
of least-squares as expressed in matrix form:

(a1T(Al [x] = (A]T(v]. (23)
[x] and [A]T[v] do have the same number of elements,
and [A]“[A] is square, so that this system can be
solved as before. The resulting parameter—set [x]
describes the waveform which fits the data points [v]
with minimum mean-square error.

The computations are minimized by finding
only the two fundamental-wave parameters in [x].
Also, many of the computations in (22) can be
performed a priori and incorporated in the program.
The authors of [92] describe how they optimize
sampling rate and data-window size.

PERFORMANCE TRADEQFFS

The following figures graphically illustrate
the strengths and weaknesses of algorithms having
different frequency-response characteristics. They
have been extracted from a study effort of
Westinghouse and Pennsylvania Power and Light Co., a
portion of which is described in [70]; they are among

However, we can apply the well-known method .
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Figure 13, Ffequency Response of Least-Squares

Fitting Algorithm (12 samples per cycle).

thousands of tests executed on a variety of algorithms
using simulated and actual fault data.

Figure 14 shows the response of the full-
cycle Fourier algorithm to a simulated transmission-—
line fault which is free of distortion, except that
the inception angle has been adjusted to produce a
full offset transient of 30 ms time constant in the
current signal. The algorithm is used to calculate
voltage and current magnitude, each in rectangular
form; the apparent impedance to the fault in
rectangular form, R + jX, is calculated from these,
and R and X are .plotted in Figure 14 as independent
functions of time. The figure shows results for a
sampling rate of 32 per cycle, which is higher than
would probably be used in an actual mini- or
microcomputer application but gives a clearer display
of the results. The X component of apparent impedance
is shown by the larger astericks; the smaller dots
represent calculated values of resistance. The first
result on the left 1s that calculated for the last

prefault sample; the plot shows the drop in calculated

impedance as the algorithm data window moves into the
fault. The plotting continues for two cycles after
the fault inception time.

As expected, the one-cycle window (32
samples in this example) of the Fourier algorithm
results in a slow, gradual response to .the fault. The
variation in X during the second cycle, when the
window is completely filled with fault data, 1s due to
the effect of the decaying offset, but has been
accentuated slightly by the resoltuion limitation of
printer plotting used here.

Although the example shows complex impedance
results, analagous behavior is obtained for current-
only or voltage-only computations. In the current-
only case, one would see the calculated magnitude rise
gradually from the prefault to the fault value, with
some slight variation after the first cycle due to the
offset.

Figures 15 through 18 show results for other
algorithms and faults, as simple examples of the
performance tradeoffs explained earlier. In Figure 15
the Mann-Morrison algorithm with a window of only
three samples and a digital version of the dc-offset
mimic-burden filter processes the same fault as was
used in Figure l4. Not surprisingly, the Mann-
Morrison method produces almost perfectly accurate
results starting four samples after fault inception,
while in the Fourier analysis case the results do not
stabilize near the expected values until the full one-
cycle (32-sample) data window moves into the post-
fault interval. Using this fault alone for
comparison, one would question why the Fourier
algorithm would be considered for any relaying
application.
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Algorithm to Fault with Severe Harmonics
in Voltage.

The Fourier algorithm, demonstrating its

To answer this point, study Figures 16 and
17. The offset in the test current has been removed
by adjustment of fault inception angle, and the
voltage wave has been contaminated by harmonics.
Third and fifth harmonics, having no decrement, are
added with magnitudes of 15% and 7.5%, respectively,
of the prefault voltage (they constitute larger
percentages of the collapsed fault voltage).
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filtering ability, still converges slowly and steadily
on the expected values, yielding very low errors after
one cycle. The broadbanded Mann-Morrison algorithm,
on the other hand, shows the harmonic content in its
output and provides highly variable, marginally useful

results.




Finally, Figure 18 shows the response of the
Prodar 70 algorithm (whose frequency-response plot
shows a tendency to severely accentuate high
frequencies) to a fault with the same harmonic
content. Obviously, such flypaper-like results are
useless as they stand and additional processing must
be added.

In virtually all cases, as ia the examples
just given, the performance traits predicted by
analysis are confirmed by testing with real or
simulated fault data.

) A fact-which sheds encouraging light on the
entire matter of algorithm performance is that one of
the more harmonic-susceptible algorithms, the Prodar
70 computation, has performed securely and effectively
in nearly- eight years of field service. Newer
algorithms can only yield better results.

EXTERNAL MODIFICATION OF ALGORITHM RESPONSE

Most of the above discussion has implied
that the algorithmic computation itself should have
all of the desired signal-processing capabilities
needed for relaying built in. Whie this is probably
beneficial from the computational-burden point of
view, it is not the only approach to the problem.
Another sensible technique is to use a less-than-
optimum algorithm (perhaps a computationally-simple
one), and then to improve its characteristics by
applying specific preprocessing and postprocessing
remedies. The following four categories should be
considered by the designer of a digital relaying
system.

1. Analog Prefiltering

In Chapter II it was explained that an
analog filter is inserted ahead of the sampling device
to prevent aliasing problems. Since this filter must
always be used, it may be possible to adjust the
component values so as to provide some needed high-
frequency attenuation at little or no cost. In fact,
a filter which does not introduce severe phase delay
at 60 Hz must roll off somewhat gradually, so in fact
the user should consider the effect of this on overall
response to harmonics whether or not additional
harmonic attenuation is sought.

2. Digital Prefiltering

Once the data samples are brought into the
processor, techniques can be borrowed directly from
the ‘theory of digital filtering to weight the spectrum
in virtually any desired way. The tradeoffs of such
techniques, in general, are the same as those we saw
for the algorithms themselves —- sharp filtering
entails a long string of data samples and slow
response to sudden changes of the filter inmput.

As a case in point, the authors of [41] have
designed a microprocessor-based distance relay in
which sharp filtering is provided by a digital
filtering program. This filtering removes most
transients, so that a very broadband, 2-sample window
algorithm can follow it. Despite the speed and
distortion sensitivity of the basic algorithm, the
response of the filter-algorithm cascade 1s accurate
and damped like that of the Fourier method. Also note
that Mann and Morrison [19] suggested digital
prefiltering for their short-window algorithm.

If the user wants to suppress particular

distortion frequencies or frequency bands to which the
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algorithm is sensitive, he can draw from design
principles for digital filters as described in a broad
range of texts such as [40]. Unfortunately, however,
all but the simplest of these digital filtering
methods require more computation than a microcomputer
or microprocessor can handle in the time available
between sampling instants, considering the number of
ac quantities involved and the total bulk of the
relaying programs which must be executed in the same
time frame. [41] and [19] give examples of filters
which are practical for real-time computation.

A specific preprocessing operation aimed at
current-measuring applications for relaying is the
removal of dc offsets. Mann and Yorrison suggested an
analog mimic-burden mentioned above; such a scheme can
also be implemented in processor software. Phadke et
al [62] describe one particular digital offset-removal
computation. All such methods assume a time counstant
or X/R ratio; the cancellation of the offset is only
partial if source or fault resistance effects modify
the offset time counstatnt. Incidentially, this is
also true for the differential-equation algorithm.

3. Post-Processing of Results

Once a string of output values is produced’
by the algorithm, the relay engineer is faced with the
need to reduce them to a trip or no-trip decision.

The way in which this is done can modify the apparent
behavior of the algorithm substantially.

A number of such post-processing methods and
decision criteria have been published. The Prodar 70
experimental line—protection system(24] integrates the
results and compares them with line-protection zone
limits in a single operation which suppresses
inappropriate noise-induced trips, and yields an
inverse time-distance characteristic. In general,
aumerical integration is the most appropriate means of
obtaining an inverse time-magnitude tripping
characteristic for any measurement.

Gilbert and Shovlin [51] have suggested a
tripping criterion in which one checks to be sure that
the measured quantity exceeds the operating threshold;
also, the calculated numeric values must be consistent
to within a 12.5% band for three consectutive
calculations. The latter test helps to insure that,
for a short-window algorithm, the results are not
being wildly perturbed by harmonics or other
distortion. If they are, the program continues to
compute measurements but will not trip until the noise
subsides and the output stabilizes. The General
Electric-Philadelphia Electric experimental relaying
project [66] described in Chapter IV successfully uses
a similar criterion.

For long-window algorithms, or for an
algorithm used with a long-window digital prefilter,
the user need not worry so much about disruption of
results by transients. A simpler decision criterion,
such as a simple trip-above-threshold check for two
samples can be safely used in many applications. MNote
that the algorithm results always change smoothly as
the window moves into the fault =- if the post-fault
steady-state magnitude is well above the threshold,
the locus of computed values in a plot like Figure 13
will cross the decision threshold well before the
window is filled with post-fault data. We can be sure
that the results will not swing back outside the
threshold as it might for some short-window algorithm,
so we can Initiate a fault trip decision in much less
than one cycle for these cases. -

' In summary, the post-algorithm processing
should be tailored to the algorithm response and the



application. The user's ingenuity plays a key role in
its development.

4. Data-Window Welghting Functions

The very act of selecting the number of
samples to be included in a data window has a
frequency-response or trapsfer function associated
with it. This explains, in part, why there is high
correlation between window size and filtering
sharpness of any algorithmic computation. All of the
algorithms characterized here use rectangular windows,
which is the same as saying that all the samples in
the algorithm window are supplied to the algorithm
without modification.

It is also possible to weight or scale the
.samples according to some preselected function; each
sample is weighted according to its relative position
in the window (this means that the welghted sample
values must be recomputed each time a new sample 1s
available, before algorithm processing). Figure 19(a)
shows the Hanning or raised-cosine window which is
sometimes used in connection with the discrete Fourier
tranform. The dots on the curve show the weighting
factors which would be applied to 12 samples lying in
a one-cycle data window.

Such weighting functions tend to smooth out
the frequency-domain extremes in the transfer function
of the algorithm which follows. For example, 1t can
be used to trade main-lobe resolution in the Fourier
algorithm response for reduction of the leakage peaks
between harmonic frequencies. This 1is shown in Figure
19(b). The solid curve shows the frequency response
associated with a one-cycle rectangular data window
(obtained by taking a Fourier transform of the
window). For comparison, the dotted curve shows the
transform of the Hanning window. Note how the first
null in the former is lost in the latter; but the
sidelobe response is greatly attenuated beyond the
second null for the Hanning window.

The relay-oriented user should beware of the
effect on dc-offset response. If the Hanning window
of one cycle duration .is used in cascade with the
Fourier notch-filter algorithm, the dc null of the
algorithm itself is lost. The cascade frequency~
response has a normalized value of 0.5 at dc. The dc
null can be regained only by exteading both the
Hanning window, and the Fourier algorithm itself, to 2-
cycles. : :

There are a number of such weighting
functions, having differing degrees of effect,
described in the literature on digital filters and the
discrete Fourler transform.. Cascading a window
function adds considerable processing burden to obtain
a rather subtle change in the results, so relaying
application is limited to slow protection functions,
and special implementations.

SELECTION OF ALGORITHMS

There 1s no single algorithm which is
universally optimum. To select one, the potential
user must consider:

1. Available Processor Capability

Implementing even the simplest of the
algorithms 1in -real time on a smwall computer to protect
some element of a power system can present quite a
programming challenge. The computationms, involving
varying degrees of multiplication and division, must
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be repeated for every new sample and possibly for each
phase. Unless an uneconomically large computer is
available, relaying speed and algorithm sophistication
are severely limited by processor capability.
Therefore, choosing the fastest processor in a given
category is a critical first step. Then, one must
simulate or test prospective algorithms to find out
which ones the processor can handle.

e Popular 8-bit microprocessors which lack
multiply or divide hardware impose the most severe
restrictions on algorithms for complex relaying
applications. [54] and [72] are intriguing examples
of how moderately-fast relaying algorithms have been
developed for real-time application on small
computers, using few or no multiplications or
divisions. These schemes use Fourier or Walsh
analysis with sampling rate adjusted so that
multiplications involve +1 only.

2. Speed - Accuracy Tradeoff

Ignoring processor-speed limitations,
relaying speed may be traded for effective accuracy of
the decision boundary. By clever design of post-~
algorithm processing, the tradeoff can be virtually
optimized for each fault individually; this ylelds the
inverse time-magnitude characteristic. .

3. Adequate Filtering

The filtering ability of the algorithm and
any preprocessing must be based on the expected
transients in the.relaying signal.
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4. Speed - Sampling Rate Tradeoff

For a given algorithm, relaying speed can be
sacrificed to lessen computational burden on the
processor, by reducing sampling rate and modifying the
algorithm accordingly. Keep in mind that sampling
slower than 4 times per cycle begins to degrade the
fundamental quantity whose changes are measured to
perform the relaying. At the other extreme, sampling
faster than about 16 times per cycle yields
diminishing returns of speed, due to limits in the
basic fundamental-frequency information content of a
group of samples taken so close together.

Reference [70] describes a specific testing
and evaluation procedure involving a number of
algorithms. The results are not reported here since
they are totally dependent on the criteria of
performance which were of concern to those
investigators. The procedure described there,
however, should be regarded as a means of uniformly
comparing algorithms according to any appropriate
criteria the reader feels are important in his
application.
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SUMMARY

This Chapter has provided an overview of .
signal-processing methods used to make relaying
decisions from data samples. The basic terminology of
relaying algorithms has been developed, and means of
analyzing and predicting performance have been
presented. A representative selection of specific
algorithms has been given along with the fundamental
performance characteristics of each. Modification of
algorithm response by pre- and post-processing has
been reviewed. Finally, criteria to be used in
selecting. algorithms have been discussed.

The following list of reference numbers will
guide the reader to those papers in the Bibliography,
Chapter IX, which contain specific algorithms of th:
type described in this Chapter. In spite of the large
number of implementations, one must recognize that
many of the methods are closely related to one
another. The references are [16], [19], (24], [26],
(28}, [34], [35], ([38], [41], [47], [48], (49], (517,
[53], [54], [s8], (60], (62], [66], (69], [70], (711,
(72], (811, (86], (871, [88], [89], [94]. '



CHAPTER IV

LINE RELAYING I

Three exaaples of digital relay systens
for the protection of transmission lines are
presented. The three systems ars the Pacific
Uas & Llectric - westinghouse PiOUAK=T0
project, the Jeneral Electric - Philadelphia
Electric Co. digital relay project, and the
Alilerican Electric Power Corp. digital
relayinyg system. The PROJDAR=TO project used a
single terminal, while the GI/PLZ project had
terminals at zach end of the line. the AEP
systen uses one terminal but will comuunicate
with equipment at tne other end or the line.
All three systems have had field tests
although the latest AP system is scheduled
for field tests in 1979, Descriptions of each
system as wellias discussion of results both
in the laboratory and tne field are included.

BACKGROJMHLD

LUescriptions of tne various aspects of
conputer relaying have been given in the
previous presantalions of the functional
blocks, signal conditioning, and various
algorithms. The comoination of these aspects
to form a complete relaying systew for the
orotection of transmission lines will now be
given. Before going into the specific details
of the three exanple systeiis, there are sone
funaaniental cnaracteristics which should be
discussed,

It is the main concern of a protective
relaying system to detect and remove faults
as yuickly as possible to prevent equipment
damage. Also a secondary requirensent is to
accomplish the fault rewoval with as little
disruption to the power system as necessary.
To accomplish these objectiives any protective
-systen wust answer the following three
gquestionss=—

1- Is there a fault?
2- where is the fault?
. 3= Should a trip signal be 1ssued?
The three yuestions are usually comulned
through the relay scneie which reduces them
to the osne yuestion:-
- Is there a fault within the zone of
protection?
If the answer is yes, then a trip signal is
issued to the appropriate circuit breaker,
otherwise nothing is done. The single
question is eguivalent to the three, but as
will be shown later, it is often useful to
consider the three separately.

The transiission line relaying system can
ve characterized as a circuit breaker opening
‘control system used for protection., It is
always locatea at the ends of the
transmission line at the substation where the
circuit breakers are located. The decision
for this control system ust bas rniade based on
the information avallaole at each substation.
This information resides primarily in the
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current and voltage siygnals from the
transinission line end at the substation
althougyn there is often (especially at hijher
voltages) a communication signal from the
other end ot the transaission line.

The requirements for a digital relay
protecting a transniission line can be proken
into three parts. The rfirst is to obtain the
necessary information from the currents and
voltayes at the local substation along with
the comaunication siygnals from the remote
substation. Then the digital relay nmust
2rocess that inforimation to determine the
existence and location of any faults,
Finally, the digital system must adecide
whether or not to issue the appropriate
signals to open the local circuit breakers
and also to send the appropriate signals via
ine comnmunication link to the remote
substation at the other end of the line., From
a system point of vies the three requirenients
can be characterized as data acquisition,
fault algorithm, and relay logic scheme. iiow
to examine tha three digital relays.

PRODAK 70 PROJECT

This project, a joint Paciric Gas &
tlectric - westinghouse efrfort,
performance of an experimental
hardware/sorftware computer system functioniny
as one terminal of transwission line
protection. The performance was evaluated in
the laboratory with a 600 v niniature power
system as well as in a field installation
which included staged fault -tests,

For an overall view of the system,
consider the diagram in Figure |, The ac data
frou the power systewm passes through the
signeal conditioning unit (which isolates,
filters, and scales the data) to the analog
to digital (A/D) subsystem where it is .
sampled and converted. «With the completion of
the conversion, the data woves from the
scratch pad memory (sP.u) into the computer
menory under prograin control., A typewriter
and programuer’s console provide facilities
for loyjing of desired data as well as a
sleans for executive control, software
generation, proyran loading, nodification,
and checkouyt. The contact outputs were usad
for reclosiny (in the laboratory) and the
operation of various alarns., A hiygh speed
output Tor circuit breaker trippiny is also
provided.

The computational unit for the project
vwas a wWestingnouse P-2000 process control
computer whicn included standard software
such as an executive, an input-output control
section, interrupt handler, as well as
programmer suoport and liorary. The key
PROUVAK 7TU sorftware development was the
relaying proygram whicn is shown in Figure 2.

evaluated the.
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A service request interrupt (SrI #5) is
initiated by an A/D completion signal after
each sample. [his proyram runs with the
highest priority. A series of ¢ channel
inputs reads the sample set and stores it in
raw data tables. An out-of-step check is
made, then the data tables are updated, Jiith
these tables, data surrounding a fault, both
before and after, can e reserved for later
logging. ’

v
—~  SIGNAL A/D SU
1 [cONDITIONING | SYSTEM ’"Z;Sf‘c
"SPP/ACP [
{ ¥ P2000
COMPUTER
AC
= POMER TYPE-
oC | suPPLY WRITER [o] ~
= "UNIT
CONSOLE]
pe—
CONTACT
OUTPUT
CIRCUIT
BREAKER ;giiv
TRIP
CIRCUIT
FIGURE | PRODAR 70 SYSTEM BLOCK DIAGRAM

Luring non-fault conditions, the rfault
program is inactive and a disturbance check
is made to determine if a fault has occurred,
This is the first of the three questions
mentioned before. Ground fault detection is
made by checking the residual current, The
phase fault detector makes predictions of the
values of each phase current based on
previous values. Since the sampling is
asynchronous, prediction must pe made by a
mathematical combination of values and their
rates of change, [f deviation between
prediction and present values is observed,
‘the phase fault detector operates to start
the fault program. If no indication of a
disturbance is found, the interrupt program
.returns control to the lower priority program
which was interrupted by the Sil #5.

If either the ground or phase fault
detector programs operate, the rault program
shown in Figure 3 is executed. with the
requireient to locate the fault based on
phasor impedance calculations which are
time-consuminyg, a fault type analysis progran
(FTA) determines which Phase or phases are
involved in the fault. A pair of high phase
currents, or high current on a single phase
and residual, or collapsed potential on a
particular phase or phase pair, provides such
an indication. Also very high nmagnitude
currents can initiate instantaneous high-set
overcurrent tripping at this point, If the
FIA finds clear symptoms of which phase or
phases are faulted, it proceeds directly to
Zone=2 and zone-| phasor impedance
calculations. If no clear indication exists,
the fault proyram makes a long range zone-3
liwpedance check on all pairs to see ir any
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are faulted. If the zone-3 check locates a
faulted pair, it is processed by the
zone-2/zone~l logic. Location of a rault
within zone-2 is recorded for later loggings;
a zone-| location initiates tripping of the
circuit breaker, After any of these actions,
or even if no fault is found, a broad
impegance-based clearing check is executed. A
fault within the clearing check zone results
in a return to the zone-3 checks otherwise
the fault progyram is terminated. kepeated
loops between the clearing check and distance
measuring prograns will result in a breaker
failure logying where tripping was attempted;
otherwise failure of external relays is
noted.

READ
&
STORE DATA

ouT OF
STEP
CHECK

|

UPDATE
DATA

TABLES

FAULT
PROGRAM
ACTIVE 1

YES

FAULT
DETECTED

YES

1

FAULT
PROGRAM

FIGURE 2 PRODAR 70 OVERALL RELAYING
PROGRAM

The distance prograns compare the
calculated phasor impedance to zone linits
described by the k=X reach characteristics of
Figure 4., The impedance value. in efrect
answers the guestion about the location of
the fault. Coimparison with the k=X
characteristic.decides whether a trip signal
should pe issued. The particular -
characteristic shown was tailored for the
Tield installation. The extended zone-2 and



zone-1 reach in the # direction acconmodates
high gyround fault resistance encountered in
the particular field installation. The zone
limits are stored as angle-indexed tables of
inpedance limits. This follows from the nolar
form of the impedance alyorithil output., with
different tables virtually any appropriate
shape can be gjenerated.

FAULT
TYPE
ANALYSIS
REVERSAL - LOW Vv INST.
OR : OR OVER-
UNKNOWN HIGH I/10 CURRENT
TRIP
&
RECLOSE
|
CLEARING
CHECK
CALL
_ | LOGGING
&
RETURN

FIGURE 3 PRODAR 70 FAULT PROGRAM

1o illustrate how the various parts or
the system are inteyrated into a compatible
and optimum whole, the alyorithi for the
impeadance calculation is now reviewed and its
effect examined., The apparent impedance is
found with the following equations

2 2 2
Zz = Vpk - V' + v’
Lok REEYT

tan (% )- tan'(%)
where

v’=|st divided difference of
voltaye
vi=2nd divided difference or
voltage
i7/=1st divided difference of
current
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i"=2nd divided dirference of
current

The divided differences of the voltages and
currents are founa from the saupled data cy:

V‘ =>EF£ED' (Vk+|°'vk-|)

v, =# (Vis= 2V + Vic-t)

where h is the sampling interval, and the
k-1, kK, k+1 subscripts refer to a set of
consecutive samples, :low here is an example
of the-interaction of the algorithm with the
rest 'of the system. [n the acove equations,
uivision by nw is indicated, which could be
time-consumin . ilowever, if the ratio, 1/hw
vere made equal to 2, the division opzration
merely oecoiles a shift oneration on the
oinary computz2r. This is what was done, and
the sampling time is set to 1.326 ms in order
to siuplify the calculation.

The above fornulas use first and second
divided differences in order to mininize
errors froi subnormal frequencies associated
with slowly dscaving transient dc offsets as
well as from the series capacitors adjacent
to the orotected line. (iijher rrequency
transients arz2 now accentuated, so naraware
(rfilter) ana software (integration and
repetition) technigues are needed to reduce
the deleterious effects of the extra
differentiation.

JX

ZONE 1

FIGURE 4 PRODAR 70 R-X CHARACTERISTIC




The preceding hardware and software
descriptions have briefly summarized the
system design. Keferences {24 ] and [25] give
a complete description of the hardware,
software, and application considerations.
They also describe comprehensive model power
system tésts which assessed the accuracy,
surge-withstand capability, and the relayingy
performance of PRODAR 70.

9/ 9/73 PRODAR 70 LOGGING EVENTS AT

2 HR. 12 MIN. 6 SEC.
GROUND FAULT DETECTOR OPERATED; SKCNTR = 4794
FTA FOUND HIGH CURRENT ON RES1DUAL & PHASE C.,

TIME = 12 MSEC.; SKCNTR = 4§02

ZONE 2 GROUND D1STANCE OPERATION., PhLASE C.
LAST APPARENT 1MPEDANCE - 1.7 OhMS AT 7€& DEGR
TIME = 18 MSEC.; SKCNTR = 4&06

ZONE | GROUND DISTANCE TRI1P., PHASE C.

FAULT APPROX. 1E.2 MILES FROM TH1S POINT
LAST APPARENT LMPEDANCE - 1.7 OhMS AT 76 DEGR

TIME = 23 MSEC.; SKCNTR = 4813

EXTERNAL RELAY OPERATED.

TIME = 41 MSEC.; SKCNTR = 4831

ZONE 2 GROUND D1STANCE OPERATI1ON, PHASE C.
LAST APPARENT INMPEDANCE - 1.7 OhMS AT 78 DEGR
TIME = 99 MSEC.; SKCNTR = 4889

ZONE | GROUND DISTANCE TR1P, PHASE C.

18.2 MILES FROM THI1S POINT
1.7 OEMS AT 78 DEGR

FAULT APPROX.
LAST APPARENT IMPEDANCE -

TIME = 99 MSEC.; SKCNTR = 48E&9
E¥1IT FROM RELAYING LOGIC.
TIME = 122 MSEC.; SKCNTR = 4912

PHASE FAULT DETECTOR OPERATED;
FTA FOUND NO SEVERE CONDITIONS.,
TIME = 18 MSEC.; SKCNTR =-1S§€50
EX1T FROM RELAYING LOGIC.

TIME = 171 MSEC.; SKCNTR =-15697

SKCNTR =-15864

RECORD 11 MED1ANS OF PEAKS:
RESERVED TABLE | @ 233D
1A - 0.64 AMPS.

VA - 93.33 VOLTS

1B - 0.62 AMPS.

UB - 93.7& YOLTS

1¢ - 0+59 AMPS.

vC - 93.37 VYOLTS

IR - 0.09 AMPS.
RESERVED TABLE 2 @ 23C2
la - 144 AMPS.

YA -~ 94.39 YOLTS

1B 1«76 AMPS.

"B 94.07 VOLTS

1C.~ 31.47 AMPS.

vC - 92.67 YOLTS

1R -~ 28.11 AMPS.

FIGUKE 5 PKODAR 70 LOGGING OF 9/9/73 FAULT

The PKODA 70 system was installed on a
230 kv line at PG&E’s Tesla Substation in
1271 and has »een in operation since then.
PRODAKk 70 has correctly ignored all external
faults and has never given an indication of
false tripping for any reason. The system
also experienced a nunber of internal faults,
both natural and staged. ilere also the
perfornance was excellent.

As an exauwple, the respéonse to a natural
fault which occurred on September 9, 1973 is
reviewed. The logginy of this fault is shown
partially in Figure 5. uscillograms of the

32

fault were also recorded to indicate the ac
gata processed by the system as well as
monitoring the computer trip output which
shovis trippiny in about one and a half
cycles. The computer was not connected to
actually trip the breaker; line protection
was provided ny conventional relays.

The loy shows the steps taken by the
relaying software. The ground fault detector
operated in response to residual current and
initiated the fault program. The ground fault
aetector progranm reyuires about 4 ms to
operate and the FIA took another 8 ms to
determine high current only on phase C with
high residual current wnich indicates a C-C

fault. This 1s logged at 12 ms,

The ground distance program then
calculated the impedance and compared the
results to the stored zone limits. The
distance program classified the fault as zone
2 and logyyed it at 13 ms. At 23 ms, the
proyram located the fault within zone | and
issued a trip signal. Using the calculated
impedances, the proyram also determines an
anpproximate distance in miles to the rault,
The next entry shows operation of the
conventional pilot r=lay systew, designated
here as the external relay. The 41 ms time
consists of 3Y ms trip time and 2 ms for
response of interfacing hardware. -

with the delay in tne tripping of the
conventional relays and the delay in breaker
cleeriny, the software clearinyg check does
not immediately see clearing and forces a
return to the distance program. The zone 2 -
zone | ground distance programs repeat their
previous interpretation and issue another
trip signal at 99 ms. Finally at 122 ms, the
relaying program is satisfied that the fault
is gone and exits. i(lowever,reclosing causes
the phase fault detector to operate and the
relayinyg progranm makes another pass. The
fault-has been successfully cleared and there
are no indications from the distance progran
until the relay program exits at 171 ms. Also
shown is the analysis of one of the reserved
fault data tables. .

In 1974 the PRODAR 70 system was
subjected to a series of eight staged rfaults
on the protected line. The computer performed
primary protection and was actually
connected to trip the breaker. The
performance of the systein was yratifyings
tripped in 20-23 ws for every fault. The
tests also provided new data on the specific
responses of the relaying prograns to dc

it

offsets, c.t. saturation, and wmutual effects
due to parallel lines. N
In summary, the operation of this digital

relay systeu has been excellent. The hardware
usea in the PxODAr 70 system was selected for
convenlience and suitapoility for experimental
developnent work ratner than as a commercial
prototyne, Nevertheless, hardware performance
in the field nas been more than satisfactory.
Field experience with the PHODAKR 70 system
has firmly established the technical
feasibility of computer relaying.



GEHLLWAL ELECLRIC = PiLA. SLECTGIC PROJECT

Ihe Ueneral Electric Co. ana the
r¥niladelphia klectric Con.,, established a
Joint project in 1973 to invastiyate the
frasicility of using digital techniques for
the protection of transmission lines. The
vasic plan was to use two minicomputers, one
at eacn end of a 500 kV transmission line, to
explore the operation of a digital relaying
system., Lxplicit points or interest ware the
operating speed, the dgqependability, and the
security of tne relaying systea. ‘The yoal of
tne project was te aevelop relaying
algoritams and implenent thew with available
aigital haraware. Tne ovjective of the
digital protection systes was to equal or
surpass the performance of existing relay
Systews and Lo provide added functions
possitle through aijical tecnnijues,

the project was divided into three
phases. the first invaolved a single
iiniconnuter terminal in an extensive
laboratary investiyation. The second phase
was another laboratory investigation
invelving two teruinals with a communication
link which exnlored a directional comparison
relayingy scheae. The third phase was the
rielo installation of the two terminals at
the ends of a 116 km (72 wi), %00 kv
transmission line on the Philadelphia
Electric Co. system. The riela installation
was in operation ror one year in a monitoring
node with no actual tripping of the circuit
breakers. Vuring that year, stagea fault
lests were waide to dewonstrate the operation
‘of the systew. lhe field test was terninated
in June 197b. '

v
— PRE- DIGITIZINGZ] DIGITAL COMPUTER
. PROCESSOR[>] SUBSYSTEM MULTI- P
] PLEXOR MEMORY
DATA | e e = 4]
TRANSFER
CONTROLLE| cPU
"PRINTER |oed™ — — — 71 .
] “INPUT-
BLOCK |POWER LINE OUTPUT
= AUX ILARYEST
SIGNAL | CARRIER PANEL P
TRIP l
SIGNAL
ALARMS
FIGURE 6 GE/PE SYSTEM BLOCK DIAGRAM

iiaraware Consideratioas

A single terminal of the system, as shown
in Figure 6, consists of several distinct
functional clocks. Six continuous signals,
the three phase currents and the three phase
voltages, are supplied by the transmission
system to the preprocessor, A chain of
amplifiers in the preprocessor scales the
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voltage signals to a ranje suitavle for the
digitizing suosystea. Current transforners,
on the line side of tne circuit vreaker,
provide the secondary line currents. [he
current siynals nass through isolation
transforiers and auxiliary current
transtforiers #ith snunts to cenvert them to
proportional voltage siynals. lhese are fed
into the preprocessor of the diyital systen.

lhe data transfer controller sets the
sampling rate of the digitiziny subsysten. A
samplinj rate of 16 samples per cycle (960
samples per sacond) was chosen arter
considering tne time re;juired for calculatinn
cetween samples. Six analog siynals are
sampled simultaneously, held and converted
into digyital numoers oy six independent
channels of analog to digyital converters. The
converted siqgnals are stored in 14 bit buffer
registers until, upon completion of the
digitiziny process, tney are transferred
directly into conputer mesory. the total tine
ror the conversion and transfer is
anproximately 110 microseconds. After one set
of six power systewm siygnals is transferred, a
nigh priority interrupt is initiated to start
the cata handling and fault executive
proygrais.,

WAIT
LooP

FAULT
EXEC.
PROG.

I I
NO FAULT FAL‘LT RECO\‘ERY

¥

STORE
DATA

PRINT
REPORT

FAULT
ANALYSIS

!
CALCULATION
PREPARATION

1

FAULT
CALCULATION
' v
TRIP
LOGIC

RETURN -
TO
WAIT

FIGURE 7 GE/PE FAULT PROCESSING

FLOW CHART




Software Considerations

The progyran orgyanization incorporatinj
the software requirements of the systen is
shown in Figure 7. [he computer program is
normally executing the wait loop until the
data input interrupt indicates that a new
sample of data has been entered into semory
by the data acquisition system. It is the
task of the fault executive to determine
which of the states, no fault, fault, or
recovery is to be executed. The progran
detects a fault by comparing the latest set
of sanmpled data with the corresponding set in
emory obtained one cycle previously. Since
the sample rate is 16 tines a cycle, there is

No need to make predictive calculations as in

PRODAK 70 since values Wwill correspond from
cycle to. cycle. This is the orimary reason
for selecting a fixed number of samples per
cycle. If the two sets differ, the executive
calls on the rault processing system which
determines the fault type, selacts the
appropriate comoination of voltages and
.CUrrents,performs the basic fault calculation
algorithm, and finally decides whether to
trip or not. Following a fault, the fault
executive monitors breaker current or time to
decice if the system is récovering and after
printing a renort returns to the original nn
fault state.

The fundamental algoricthm determines the
fault location by rfinding the circuit
paranieters, K and L, from the system
di fferential eyuation,

vV = Ri + Ldi/dt

The values of vV, 1, and di/dt can be
approximated from the incoming data and the
values of % and L are then calculated with
the above equation.

One of the major constraints on the
progran is the limited time to make a trip
decision. Since the vasic algorithm
calculation consumes a major portion of the
available time between each sample, the
proyram nust select the correct rault type
and restrict its calculation to that
particular fault. A separate alyorithm for
fault analysis using the phase currents and
Clarke componants was developed for- this
burpose,

Directional Comparison frip Logic

The original lavoratory investigation
used a single computer at one end of the
"~ line. with such an arrangement, a two zone
stepped distance relay scheme was used for
the trip logic. riowever later phases of the
project useu two terwinals and a directional
-comparison blocking scheme was used. This
latter scheme will be discussed.

The trip logic routine first determines
if the calculated values of # and L 1lie
within the tripping or blocking zones of the
relayiny characteristic, Actually as seen in
Figure 3 thera are different relaying
characteristics for various fault types. The
slopiny down of the Ist zone characteristic
Tor phase to Jground raults was necessary to
take care of the effectsnof loaa and fault

resistance, by the use of saiple counts
various time delays are introduced in order
to implement the lojyic. For high speed
tripping, the trip signal is issued arter
four calculations are located within the
first zone. This corresponds to a minimnum
trip time of 6.1 to 7.4 milliseconds, All
external faults deterainad to be within the
blockiny zone for two consecutive fault
calculations will start carrier transmission
to L:lock the remote terminal from trioping.
Four consecutive K and L calculations within
the overreaching pilot zone indicate a fault
that may or may not oe on the protected line,
An additional count of six samples is used to
permit coordination with the communication
channel and the blocking time at the -remote
terminal, After this delay, the trip signal
will oe issued unless blocked by a signal
received from the remote terminal. .

A ground fault directional supervisor is
also included in the fault processing for
single phase to ground faults. This routine
was added to detect faults with high
resistance that are outside the conventional
zone characteristics. Also under soime systern
conditions, fault resistance can cause
external phase to ground faults to appear in
the second quadrant of the it,L diagram or the
first zone characteristic, For this reason,
the yround fault directional supervisor is
also used to block first zone tripping when
reverse faults are detected.

There is a close-in directional
calculation usiny pre-fault voltages which is
usea for faults which are found to be close
to the relaying terminal by the #L»
calculation, This routine prevents incorrect
tripping caused by calculation error from low
voltage data and overcomes problems caused by
the transient response of CVT’s during.
close-in faults.

IABLE [

' TYPICAL TRIP DATA
NUMBER OF SAMPLES TO [RIP*

FALLT TYPE FAULT LOCATION (MILES)
0 3 40

Avg. = 6.73 6.71 6.80

3 Fhase Min, 6 6 6
Max. 13 Y 10
Avy., 6431 .38 6.13

t=C Min. 6 o) 6
hax, 7 9 7
Avg. 6.19 6.31 6.31

A-G din. 6 6 6
dax. 9 8 9
Avg. 9.00 9.00 Bell

b=C=G Min., 6 6 .6
Nax. i5 16 13

* | Sample = .04 milliseconds
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Lest kesults

Some of the various test results are
shown in Tables I, II, III, and IV. These
tables summarize some of the results from the
one and two terminal laboratory
investigations as well as the field tests,

In the oriyinal single terminal
investigation, it was important to determine
the basic characteristics of the fault
algorithm as well as the whole concept of
digital protection of a transmission line.
Consequently 3000 laboratery tests were made
covering all types of faults aoplied at
numerous locations ooth internal and external
to the protection zones. Fault incidence

angles were varied over a range of 0 to 130
aegrees and various power transfer anyles
were also useid., The performance of the system
is best surmarized by a review of the trip
times as shown in Table I.

The consistency of the trip times
observed throughout the protected zone wAas
encouraging. oy examining the average values
of the trip time, it can be seen that
tripping is usually initiated in six or seven
samples. This reduces to trip times of from
6.12 to 8.44 milliseconds so that trinppinyg is
usually less than a half cycle. From the
maximun values, the worst case trip times are
one cycle or less.

TABLE II

TYPICAL SLOCK/TrIP TIMES
Tw TERMINAL TESI[S

pLOCK TI4E [wIP TIME
(ms) (ms)

FAULT BLOCKINS FIRSI ZONE PILOT ZONWE
TYPE ZONE (CLOSE=IN) ENU OF LINE
AVY. 6.02 8.46 15.1

3 bh  uin. 5 7 13
Max. ] 14 ’ . 1y

Avg. 6.02 7.65 15,21
b=C min. 5 7 13
Max. 7 Y 18

Avg. 5.31 7.45 i5.34
A=0 Min. 4 7 13
Mmax. 8 10 21

- Avg. T.91 11.38 18.16
p¥=C-G iin. 5 1 13
ax. 15 16 28

lTaple I[ shows some results from the two
terninal laboratory investigyation. In testing
this directional coaparison scheme, the
faults of primary interest were internal
faults at the line ends and external faults
within the pilot zone reach of the remote
terminal. Froa Table II it can be seen that,
except for double phase to ground faults, the
average trip time for close in faults is less
than a half cycle. The maximum trip time for
all close in faults was less than one cycle.
For line end faults, the average trip time
was less than one cycle for all but the

"double phase to ground faults, even with the

delay introduced for cowmunication channel
cooraination. The plocking siynal was usually
initiated in 6 milliseconds or less for
external faults in the reverse direction.

During the field investigation there were

“‘correct operations for all 15 external faults
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getected by the digital system, The blocking
signal times are shown in lable III. All
external faults were phase to ground and only
three faults, #2, #3,
kv system, The remainder were faults on the
230 kv system.

and #13 were on the 500
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STAGED FAULT TESTS

Puring the field investigation staged
fault tests were made on the 500 kv line for
the primary purpose of checking the digital
protection system. Three internal faults were
staged. Figure 9 shows the transmission
System setup -and the location of the faults.
For the first test, a b phase to ground fault
was applied at the whitpain terminal. The 2nd
and 3rd tests were an A phase to ground fault
and a B phase to C phase fault. These were
applied at a tower 72.6 km (45.1 miles) from
the Peach Bottom terminal. Table IV shows the
trippiny speed of the digital system., [t
should be noted that the digital system did
not perforn the actual tripping; the existing
primary and backup relays tripped the line
circuit breakers. without exception, the
digital system operated faster than the
exlstiny primary and backup relays. The
aigital system at w#hitpain terminal operated
near minimum time, less than a half cycle.
Ihe digital system at Peach Bottom was
somewhat slowar, :

One of the interests
is its ability to supply sonie added
funct@ons. In this oroject, one of these
fqnctlons was the report giving the results
or the operation. Fijure 10 shows the Peach

in digital relaying

bottom report for the 2nd staged fault Fest.
besides the usual loyging of date and time,
there is an estimate of the distance to the
tfault, the type of fault, the relay operation
time, the breaker clearing time, and the RMS
value of fault current. lhis information
represents some of the added benefits which a
conputer can supply.

TABLE III

OPERATIONS DURING EXIERNAL FAULTS*

STATUS
. OF
FAULT HELAYING SLOCKING FAULT REMOTE
NUMLEK LOCATION TIME (ms) LOCATION# TERMINAL
| W 7 2 A
2 PB 5 ¢} B8
3 Pis o) 1 B
4 7] 6 3 C
5 Po 18 ? A
6 7] 5 3 (o
7 W 5 2 A
8 W 8 3 C
9 ] 1t 1 B
10 ¥i 12 | - D
11 W 5 1 D
12 PB 6 2 C
13 W 12 1 (o4
14 ' 5 I A
15 ] 5 2 A

*All‘faults were single pnase to ground
# Number of buses between relay and fault

nwhitpain

Peach Bottom

Fault not detected

Digital system off line

Letected fault ~ current below trip level
blocked by carrier 'signal

cCOoOT>»>T=
| I I I I |

FAULT OCCURRED APR 6 1978 11:49:32

FAULT AG
DISTANCE TQ FAULT 44.8 MLILES
TRIP TIME 44 CYCLES ( 7.29 MSEC)

FAULT CURRENT
CLEARING TINME

5223 ANMPS (RNMS)
3+56¢ CYCLES

SAMPLE R L TYPE
1 - * AG
2 * * AG
3 - -0853 AG
4 5.1 0600 AG
5 Sel <0738 AG
é 4.9 <0719 AG
7 Sel «0724 AG
8 3.5 0695 AG
9 12.2 +072¢% AG
10 2.6 0785 AG

1t 3.8 «0755S AG
12 5.5 0678 AG
13 S.5 +0691 AG
14 €T «0752 AG
15 3.5 0676 AG
16 7.0 <0700 AG

FIGURE 10 GE/PE REPORT AT PEACH BOTTOM
) SUBSTATION - 2ND FAULT
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Conclusions of the GiE/r: Project

1The objective of tne digital protection
system projeci was to develop technigues and
algorithis ror a relaying system that
equalled or exceedeu the perforwmance of
existing solid state relayiny systens and
also orfer souwe added functions. The digital
protection system pro ject iet its objectives
and successrully demonstrated the cacaopility
and performance oI digital tecnnigues for
transmission line protection. Papers on tnis
project are included in weferences [66 1],
[85], and (901,

LABLE IV

Twrlr LIMES - STAG=ZJ FAULT TeSTS
' (uilliseconus)

DIGITAL PRIMARY BACKUP
SYSTEM KELAY RELAY
(SOLIV=-5TATE) (EL=CT-MtCil)
TEST #1
(k=G Al
nitITPAIN)
PEACH BOTION 23 3v -
wnlTPAIN 8 21 27
TEST #2
(A=U ATl
TOWER)
PEACA oOLIOM 10 26 47
wHITPAIN 7 20 26
TEST #3
(3=C AT
TOwEK)
FEACn pOlTOW 14 34 22
i ITPAIN 7 33 20

This project oeyan in 1y71 with a joint
research projsct witn Isi Corp. This phase of

the project which lasted about one year was a’

feasibility study of a substation conputer
systen. The major portion of that erfort
concentratea on developiny prograns for
distance relaying of transmission lines.

1his original pnase of a continuiny

researcn effort useda an Iuvk System 7
minicomputer. This systen was installed in
the field. Proyrams developed in the
laboratory and tested were:

1. Alarm monitoring and data logying
Control

3. Uscillogranny

4, Helaying
The field installation in Virginia included a
teleprocessiny link to another computer in
AlIEP’s ilew Yorx office.
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e

The relaying function included nany
Jifferent specific functions for transmission
line protection sucn as:

1. Three zone distance relaying and high
set current relaying ror phase
faults.

2. Lirectinnal overcurrent,
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instantaneous, anda inverse tiie
protection for yround raults.
sreaker railure protection
t1igh speed and autowatic reclosing
logic wiitn anprooriate
syncnronization checxs.

v. Carriar logic.
such of the original al-jorithuws and sortware
was Lasec upon the work of wmann and iorrison,
and the PHOUAL 70 project. this part or the
project is renorted in xeference (621, but
arter a substantial asiount of investigation,
it was :iecided to avandon the type of
algorithm which is pased on polynomial type
approximations and concentrate on a diyital
harfnonic filter. with this aecision, ilany
different approaches and procedures were
cdeveloped. .

3.
4.

Again in this project, there are many
examples of tne possiole tradedfrs between
the herdware and software and now the
difrerent facets of the digital system
interact with each other. nith the adoption
of the digyital harmonic filter, it wAs found
that the decaying dc offset must be removed
prior to executiny tne rilter calculations.
Thne use of minic circuicts to accomplish this
is well kxnown in relaying literature. Sucih
circuits represent additional characteristics
for ‘the reyuired analoy filters. The digital
filter equatiosns were daesiyned to operate on
12 samples per cycle, lhis is a very
convenient sample rate since tne filter
coefficients reduce to positive and negative
values of U, 1/2, |, and {372, so that only
one irrational coefficient is needed. There
are, of course, numerical methods to
represent irrational numpbers, for instance,.a
binary series or four terms. usut the
procedure chosen was to again change the
analoy input, and bring into menory the
variable modified by the appropriate
coefficient. lIhis additional complication in
tne input system was offset by the improved
advantage to the calculation requirements.
Prouably more important than the changes
mentionea aoove, this different approach
opened up the possioility for a signiricant
new attack on the tecnnigque for distance
relaying.

yistance welaying with Symmetrical Couaponents

Symetrical components are one of the
pasic tools of analysis avalilable to a power
engineer. Hownere has the inpact of
symaetrical component theory been greater
than in the area of power systen fault
analysis and in the related rields of
relayiny anu protection.

It is well known that on a yrounded threae
phase power systew ten Jifferent types of
fault ay occur: 3 phase to phase, 3 phase to
yrouny, 3 douwle phase to yround, and | three
pnase rault. fresent tiree phase distance
relayiny systems norually employ six
inpedance neasuring uaivs, fhe units act in
parallel and under 2ny rault condition the
appropriate unit will act to provide the
necessary trinping lojic. In the cigital
relay version, a siamilar approacn woula
require that the ilmpedance measuring
algoritam must be executed six times for cach
sanple. It has been tne anproach to utilize a




fault analysis alyorithim to determine the
type of rault and then use the impedance
algorithii for that one fault, [his was the
technigue of the PKOJAKR 70 and GE/PE
projects,

the nost significant feature of the AP
symetrical couponent approach is that a
single performance ejguation for all faults
has been developed, This effectively
eliminates the need for fault type
identification for tne distance relayingy
function. The required values for this single
ejuation consist of the symmetrical
components of line to neutral voltayes and
line currents. iiith the ‘use of a fundamental
Trequency digital harmonic filter, the
various conponents are determined by an
arpropriate sclection of the rilter
coefrficients, Thus the use of the digital
Filter prompted and permitted the final
developient or this aoproach.

v ‘The operating ejuation of
yiven bys

the system is

kK = Kt keKe +koke
| + kg +ka+k_

+ Eg

where » Kp s end Kg represent ratios of
zero, pnositive, and negative components of
voltages. with anhropriate IZ drops. The taris
k; ,k{ y anukt are otner ratios or parameters
that help to reduce the various fault
conuitions to the single squation.

" The synuetrical component calculation
involves a Symnietrical Component Liscrete
Fourier Transroria process (SCODIFT) which
utilizes the 12 sample per cycle data. The
procedure for voltagyes is shown below (a

similar procedure is ussd for the currents).
i
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Wk (e‘“‘ + eBK + GCK )
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K
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kth sample of =a(t)
instantaneous value of

nou

voltage

»ith the above couponents, the
acpropriate ratios are calculated and :
substituted into the operatinyg equation. The
error tarm,gg, which includes the effects of
fault resistance, is assumed to be
negligivble, The couputed value of k is then
positioned on the relay characteristic to
ootain the relay response to the prevailing
Condition. Additional information can be
founo in weference [69].

Fresent and Future work
‘The above procedure has been checked out
In the laboratory and is now being

implenented into a complete suostation
counputer system for field installation.
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Althouygh this discussion is primarily about
transuission line relayiny, it way be ye}l to
point out now & diyital relay may fit into a
coriplets system. 1nz2 four blocks that will
cowprise the total proteclion and control
systernn ares ‘

I. Line relayingy and associated control

2. lransforuer relayiny and control

3. Alariis and data logginy

4, 19501 couputer

'ne arrangewent is shoan In Figure 11 and the’
various Llocks will utilize available
iricro-conputers.
HOST
COMPUTER
[ |
LINE TRANSF . ALARM &
RELAY RELAY DATA

IR

SUBSTATION INPUT/OUTPUT

AEP SUBSTATION COMPUTER
SYSTEM

FIGURE 11

1the basic structure for a standalone
reglay systam 1is shown in Figure 12. The
buileiny blocks for line relaying are-

1. Computer interfaces:
Consists, mainly, of analoy circuitry
for surgye protection, filtering, anc
scalinyg for votn voltage and
curreats. It will contain the minic
circuits Lo remove the dc offset frouw
the fault currents.

2. A/1) subsystems
© I'his will contein the converters to
create the digital information from
- the analog siynals. Also a means ror
enteriny data directly into computer
ienlory will o2 provided,

3. SCIFI:
lhe syimaetrical component
calculation.

4, lFault processor:
The single opzrating equation will be
evaluated, I'he relaying logic,
circult breaiker failure loyic, and
the reclosing loyic will be included.

the suostation
similar with
the functions

tThe cthar counonents of
computer systam will be
ulfferences dictated by
assigned to tnen, As an example, the OCDFL
will not be nseded for the alarms and data
loaging processor, vut ore input/output will
ce reyuired.

Althouyh the AZP nroject is a continuing
erfort, several conclusions have peen. drawn
Trol the previous work, It is definitely a
technically feasible concept to use suall
computers to perfor. suvstation tasks
incluaing the protection function. The main



effort remaining is to continue with a
denonstration of a substation couputer systemn
under the severe .substation environnental
conditions.

HOST
yTiE
MICRO-
POWER | [ MICRO- | PROCESSOR
SUPPLY [—"™{PROCESSOR TIE
BACK-UP A/D DIGITAL _.BA‘T:':EUP

TIE T gy
: . BSYSTEM  |SUBSYSTEM

ANALOG DIGITAL
SIGNALS SIGNALS

FIGURE 12 AEP RELAY COMPUTER
SUMMARY

This presentation has covered three
different projects for the protection of
transmission lines by digital methods.
Although there are essential differences, for
instance, there are three completely
different algorithms, there-are nany
similarities. All systewms briny instantaneous
values of current and voltage into memory via

-analog to digital converters. The computers
in each system then perform calculations on
the incoming data in order to obtain distance
estimates to the fault., These distance
estimates are either a polar form of
impedance, the values of the circuit
parameters, R and L, or a value, k, actually
representing the ratio to total line length.
These distance estimates are then used on a
relay characteristic to make the final
decision of whether to trip a circuit breaker
or not,

It can be said that, based on these
‘presentations, -there are new techniques, the
digital computers, for example, but they are
still-used within the traditional protection’
philosophy, which, for transmission lines, is
distance protection. These projects are yood
examples of how technological progress should
ve made. New ideas and techniques should oe
incorporated and used with the time-tested
philosophies which have demonstrated success.
ilew philosophies will evolve, no doubt, but
in this initial phase of development, it is
desirable to bulld on the successes of the
past.
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CHAPTER V

LINE PROTECTION II - UNCONVENTIONAL APPROACHES

Many times, the motivation to consider an unconven-
tional approach stems from the need for additional func-
tions such as fault location, increased selectivity, in-
creased sensitivity, high speed and self-checking. High
speed fault detection can require a non-conventional
approach to meet desired objectives.,

The types of faults such a system should be capable
of detecting are as fvllows:

1. Momentary, or transient, faults: an example of this
type of fault is a lgihtning flash over an insulator.
This leaves no permanent damage, and successful reclosure
of circuit-breakers is possible. However, these faults
_should be located to facilitate inspection, and also for
purposes of data collection for future designs.

2. Sustained, or permanent faults: these include
grounded conductors, as well as open and short circuits
at all levels of test voltage. Successful reclosure of
circuit breakers is not possible, and the system is
"down'. This type of fault must be repaired as soon as
possible to put the system back into operation.

3. High-breakdown faults: these appear as faults only
at high voltages. An example would be a fallen line
that is close to, but not actually touching, the ground.
This creates an arcing ground and makes successful re-
closure of circuit breakers impossible. High-breakdown
faults can be considered permanent as they must be
cleared before system operation can be restored.

4. Latent faults: these are localized impairments
which do not prevent successful operation under normal
conditions. However, the design insulation margin for
surges and dynamic overvoltages is degraded. This is a
condition that deteriorates with time and should be
located with preventive maintenance in mind.

Unconventional techniques of detecting fauls fall
into two general categories: 1) active approaches and
2) transient approaches. A list of the possible tech-
niques under each of these categories is given below.

I. Active Approaches

Pulse Radar
Frequency Modulated Sweep

II. Transient Approaches

Discontinuity Detector
Traveling Wave Discriminant
Frequency Transient

Mahy of the techniques listed above are ideas that
have been proposed by various researchers and are not
yet tested and verified. Some of the above techniques
have been studied in some detail but have not been fully
tested in a laboratory or subjected to field tests. If
a utility decides to embark on an implementation of an
unconventional technique then the particular technique
chosen must be thoroughly tested and studied.

Primarily, the above schemes involve digital comp-
utation devices. The rapid development of microprocess-
ors makes it possible to implement protection schemes
economically that were not possible in the past. The
increased computational capability does allow new and
sophisticated techniques to be developed. New techniques
should now be studied and developed rather than only con-
sidering digital implementation of conventional protec-
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tion techniques. The potential exists for increased
function, greater accuracy, higher speed, low cost, high
reliability and self checking.

The Substation Computer Working Group of the IEEE
Relaying Committee recently compiled a list of functions
that could be performed by a substation computer. This
list is shown in Table 1. - Many of these functions can
be performed by a single computer or a master control
computer directing the activities of many distributed
minicomputer or microprocessor units. No installations
have combined relaying with all of the control and data
acquisition functions; however, most installations have
not included the protection functions and have concen-
trated on data acquisition.

TABLE 1
Substation Computer Functions

*Primary Fault Detection
*Fault Classification
*Breaker Tripping-
*Fault Location
*Back-up Fault Detection
*Bus Bar Protection
*Transformer Protection
~Gas Pressure
~Gas Analysis
-Moisture Content, etc.
*Adaptive Relay Settings
*Adaptive Breaker Control
-Breaker Failure(Analysis and Recovery)
-Reclosing Control
*Voltage and Reactive Control
-Switching Control in Discrete Steps
*Load Shedding and Rejection
*Sectionalizing
*Load Survey
*Load Protection
*Load Distribution
*Oscillography
-Pre-Post Fault Data and Analysis
*Communications Control
-Encoding, Coding, Error Control
*Synchro Check
*Data Logging
-Analog Metering, Demand Metering:
MW
MVAR
Power Factor
Voltage
Voltage Angle
Current
Frequency )
Line Loss and MWH Calculations
*Transformer Information
*Breaker and Disconnect Status
*Relay Status
*Tap Settings
*All Other Contact Status
*Sequence of Events
*Environment Checks
*Weather Information
*Control Room Temperature
*Temperature of Other Elements
*Computer Equipment Checks
*Power Supply Monitor



Many utilities now have SCADA remotes implementing
many of the functions in Table 1. As systems evolve
using the computer as SCADA remotes, it is very difficult
to add additional control functions such as protection.
However, if a system evolves to perform protection func-
tions, it is felt that many of the other functions could
be implemented in a single control system.

ACTIVE APPROACHES

The active approaches consist of pulse radar and the
frequency modulated sweep system. This section discusses
these two techniques.

Pulse Radar Systems

As early as the 1940's, engineers were aware of the
possible usefulness of applying radar techniques as fault
location systems for cables and transmission lines. Con-
struction efforts on these original systems were primarily
limited to those employing pulse radar techniques, with
the frequency-modulated radar, approach, where the target
range was related to a frequency measurement the earlier
fault location work was principally concerned with the
measurement of a voltage amplitude related to the receiv-
ed frequency.

. The pulse systems have had an interesting history
of being rediscovered, while frequency-modulated systems
have not been discussed since the 1940's. In the late
50's and early 60's, the pulse system made a reappear-
ance as a new technique in fault location systems. Today
it has taken its place along with other systems as a use-
ful tool in fault: location.

The simplest pulse radar system would consist of a
transmitter, a single stationary reflecting target, a
receiver to detect the reflected signal, and an antenna.
The pulse radar system transmits a pulse of short dura-
tion and then remains idle for a time period long enough
to allow the transmitted pulse to reach its target and
be reflected. The time required for the pulse to travel
to the target and be reflected is directly proportional
to the distance to the target. The distance can be found
using the following equation:

=7 @
where
d = distance to targét;
v = speed of wave propagation;
T = time from transmission of pulse to the

reception of reflected pulse.

If an ideal environment existed such that the radar
system could transmit a square pulse of length t and
after T seconds receive a reflected pulse still square
and unaffected by noise, the accuracy of the system could
be unlimited. The sad realization is that these ideal
conditions do not exist; therefore, the accuracy of any
system is limited. Receiver bandwidth, coupled with
noise, plays a large role in just how accurate a system
can be made to operate. The error in measurement of a
signal can be analyzed by assuming a bandwidth-limited
rectangular pulse and noting the effect of noise upon
the leading and trailing edges. With a receiver band-
width of B hertz, the rise and fall time of the pulse
becomes T 1/B sec. This time is actually the time
required ~ for the voltage to increase from 0.1E.S to
0.9E This portion of the rise time is approximately
lineirvand the slope of the wave form near the 50 per-
cent point is given by E

kK == =E
e

sB volts per second
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as shown in Figure 1.
The effect of a small additive noise term E, will modify
the 50 percent crossing point as shown in Figure 2. The
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portion of the pulse shown in Figure 2 is an enlargement

of the circled area in Figure 1.
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Additive Noise Effects at 50 Percent Point
(a) In-phase Noise
(b) Out-of-phase

From this figure, the following expressions are obtained:

E

S = T - _ . . 2
-+ E| (_f; + Aﬁ ) ke out-of-phase noise ; (2)
Es e :
5t E, = (—7— -Ay) ke in-phase noise. (3)

Solving for>A = Ep/ke for either in-phase or out-of-

phase noise.

Assuming the noise is Gaussian and the pulse width
is greater than 1/8 the noise will be dependent from
'leading edge to trailing edge. These assumptions allow
the standard deviation to be written as:
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It should be noted that in the above expression, o is a
function of the signal to noise ratio and the bandwidth,
but the signal-to-noise ratio is also a function of the
bandwidth. The larger the bandwidth, the smaller the
signal-to-noise ratio. This results in o being improved
only by the square root of the bandwidth rather than di-
rectly as the equation would first indicate.

Frequency-Modulated-Rédar Systems 31

The frequency-modulated radar system developed at
the University of Missouri-Columbia is similar to the
pulse system in that it also requires a transmitter, re-
ceiver, antenna, and a reflecting target. Again, the
simple case of a stationary target will be considered.
The frequency-modulated radar system transmits a con-
tinuous.wave form. The case to be considered here em-
ploys a sawtooth wave form as the modulating signal.
This provides a transmitted signal that varies linearly
with time for a given time interval, then repeats. This
signal reaches a reflecting target and returns to the
antenna. The signals present at the antenna are shown
in Figure 3. The frequency difference of the two wave
forms shown in Figure 3 is a constant frequency in the
time interval nt + T to f+1)t for n = 1,2,...,N. T is
the time required for the wave to travel from the trans-
mitter to the target and back, and t is the sweep dura-
tion. This constant frequency is directly proportional
to the distance to the target, and is given by the
equation:

v T8F

d=% = ~¥ (%)
d = distance to fault
v = velocity of wave propagation
T = time required for wave to
travel to and from fault
T = sweep duration
8F = difference frequency
DF = sweep frequency
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Figure 3

Frequencies Present on Radar Antenna
as a Function of Time

It is now desirable to estimate the accuracy with
which §F can be measured. As in the pulse radar system,
there ia an inaccuracy in the time measurement to and
from the reflecting object. The frequency §F and time
T are related in this manner:
AF

i

It can easily be seen an error in the measurement of T
results in an error in SR of the form

[+

= AF (7
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Skolnik gives this expression for the standard deviation
in the measurement of T for a single frequency-modulated
sweep.

3

0= , (8
mAF (ZI-Z/NO)’i

Using Barton's expression

E s
NS fTAFN (9)

o

in equation 8 results in:

o - 3 (10)

nAF(2t_£1AF S/N)

The terms t_and f are the observation time and. the freq-
uency of thé sweep repitition. This product, for a single
sweep observed for a length of time equal to the sweep
length, equals 1. Therefore, in equation 10

tof =1
resulting in

/3
mAF (2AFt S/N)%

g=

(11)

(This expression is correct for S/N>1 and AFt large.)

Comparison of Pulse and Frequency-Modulated Radar

At this point, it is interesting to make a compar-
ison of the pulse radar and the frequency-modulated
radar standard deviation in the time measurement. To
make a more meaningful comparison, these restrictions
will be placed on the equations for the standard devia-
tions. The energy contained in the pulse and the sweep
will be equal, also the bandwidth of the pulse system
will be equal to the frequency sweep of the frequency-
modulated system. These restrictions make the signal-
to-noise ratio equal and AF equal B, Now, taking the
ratio of the standard deviation of the pulse systems
given by equation 4 to that of the frequency-modulated
system given in equation 11

with restrictions

AF = B
§ =§
N, N

It is found that

2
Ft

This equation shows that for a Bt product greater than
one, the frequency-modulated system will produce more
accurate results, For a moving target, the pulse method
would measure the speed of the target more accurately as
described by Skolnik.
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A frequency-modulated radar system when applied to
a transmission line possesses the same advantages as a
pulse system. The frequency sweep applied to the same
line as a pulse will undergo the same frequency atten-
uation that tends to distort the pulse. This attenua-
tion results in a quite different effect upon the freq-
uency-modulated system. For a linear sweep, the voltage
waveform of &F takes the form

e = E sin 2méFt (13)



Where, "E'" depends on the amplitude of the transmitted
and reflected waveforms, and 6F is a constant frequency
determined by the delay time between the transmitted and
reflected wave, the effects of attenuation of the freq-
uencies within the sweep tends only to affect the amp-
litude of the difference frequency. The desired infor-
mation pertaining to the location of the fault is con-
tained in the frequency, not the amplitude of the wave
form given in equation 13. This condition gives a freq-
uency-modulated system a definite advantage over the
pulse system.

A comparison of the two systems can best be given by
an example. First it is assumed that existing carrier
systems on the line limit the bandwidth to 50 kH,.

B = 50 kH

z
Next, a 15 kH_ sweep is selected for the frequency-
modulated sys%em in such a manner that it does not inter-
fere with the existing carriers.

AF 15 kH
zZ

The sweep length of the frequency-modulated system is
set at 8 msec.

T=8X 103

These values when substituted into equations 4 and 11
provide

o = 10° / /5N (14)
for the pulse system and
o= .235 x 10S / VS/N (15)

for the frequency-modulated system. The signal-to-noise
ratio in equations 15 and 16 is a function of the band-
width. The pulse system has a bandwidth of 50 kHz or
the total available range. The frequency-modulated sys-
tem has a bandwidth of only 15 kHz or the width of the
sweep. This results in the signal-to-noise ratio of the
pulse being less than that of the frequency-modulated
system. For simplification of comparison, it will be
assumed that the signal-to-noise ratios are equal. Making
this assumption still gives the frequency-modulated sys-
tem a smaller error in the measurement(l as compared to
0.235). This result of a smaller error in measurement,
coupled with the effects of attenuation on the two sys-
tems, indicates that the frequency-modulated system can
operate better in the environment associated with fault
location on transmission lines. A typical voltage level
for noise can be obtained and noise power calculated.

Noise Voltage = 0.01 volts NV

A typical value of characteristic impedance for a trans-
mission line is 300 Q. The noise power can be calculated
from the equation:

2
)

Z
0

N AF

(16)

Using the above values to calculate the noise power re-
sults in the value of N = .02 watts. It is now necessary
to determine the signal power. Assume the frequency-
modulated system provides 100 watts to the coupling-
decoupling network. A 12 db loss is assumed through
the coupling-decoupling network. Assume the attenuation
at 50 kHz is 0.065 db per mile. A value of 0.05 db per
mile is used assuming thw sweep is below 35 kHz. A line
of 200 miles is assumed and a fault placed at the 200
miles point allowing for maximum attenuation. The total
line attenuation then becomes

2L, = 2(0.05 x 200)

200 db
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This is an attenuation of 10 db as the signal travels to

the fault and 10 db as the reflected signal returns from

the fault. The total attenuation to the signal prior to

entering the decoupling portion of the couplin-decoupling
network is the line attenuation plus the coupling atten-

uation.

Py

r4

db.

C 12 + 20 =3

+ 2L
a a

The signal power at this point can be determimed from

the equation.
P.
+ 2L =10 log AL
a P
out

C
a

This gives a signal power of 0.063 watts.
S = 0.063 watts.
Since the signal and noise must both pﬁss through the

decoupling network, the signal-to-noise ratio will not
change from a value that can now be determined.

N
From equations 7 and 11, the uncertainty in the measure-
ment of 8F is found to be

oF = 2,5 cycles.

The uncertainty of 2.5 cycles in the frequency measure-
ment corresponds to an uncertainty of appgoximately 0.1
miles or 530 feet for a 200 mile line.

Prototype Hardware 31

A prototype fault locator system utilizing the freq-
uency-modulated sweep technique was built and the proto-
type system was tested on an artificial transmission
line and in field tests on utility lines. The laboratory
test results showed that errors between measured and
theoretically calculated distances as low as 0.286% can
be achieved. When the prototype system was tested on a
power transmission line, the results compared favorably
with data obtained in the laboratory. At that time, the
prototype design was not, however, optimized to operate
in the noisy and lossy conditions which exist on a real
line.

The prototype system consists of the following
functional parts:

. Ramp Generator;

Voltage Controlled Oscillator (VCO);
Transmitter (power amp.);

. Detector;

Gating, window, compensator, etc.

(LR P RS

. A block diagram of the Ramp Generator is shown in Figure

4.
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Ramp Generator




The phase lock loop oscillator provides a 4 Mz signal
which is frequency divided to provide the clock input

to the 12-bit counter, the output which is converted to
a ramp by a ditial-to-analog converter. The most sig-
nificant bit of the counter is further divided in freq-
uency to provide feedback to the phase locked loop.

This signal {F compared with the 60 Hz signal from the
line to keep the phase locked loop (PLL) oscillator syn-
chronized with the line frequency.

TI/TY LIND.
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Figure 5

Basic FM Transmitter Configuration

« .

The voltage controlled oscillator used during the
first two field tests was an IC VCO chip (Signetics 566).
Later tests used the HP3311 function generator which is
a separate unit.

The transmitter is a two stage, class A, power amp-
lifier transformer coupled to the line coupling circuit.

The detector circuit consists of a composite filter,
a multiplier (squaring ckt), and a low pass filter.
Duting the first two field tests, the composite filter
was a 10 kHz HP filter to eliminate 60 cycles from en-
tering the multiplier. For the later field tests, it
was a Band Pass filter centered at 134.17 kHz and with
cutoff frequencies of 120 kHz and 150 kHz.

During the first two field tests, the output of
the multiplier was fed into a 5 kHz low pass filter and
the recorded difference frequency was taken from the
output of the filter. During later tests, a 180 Hz high
pass filter was inserted after the low pass filter.

Field Tests 37

The FM sweep system has been tested in the field
on both de-energized and energized transmission lines
under a variety of conditions. After testing, the pro-
totype system has been modified to improve both the

. ease of oberation in the field and the accuracy with
which frequency measurements may be made. Figure 5
shows the basic configuration of the system used for
field tests. The main objective of the previous field
tests has been to determine the line attenuation prop-
agation and reflection characteristics at various freq-
uencies and to design the transmitter and receiver to
improve the method of analyzing this difference freq-
uency signal for easier field analysis.

The first tests of the original system were made on
an unenergized line with a variety of termination con-
ditions at the end of the line. Later tests were made
with a modified system on an energized line. The signal
reflection for the energized tests was obtained from the
end of the line with a relatively poor reflection coeff-
icient of -1. The FM system was coupled to the B phase
of the line through a capacitor-coupled potential device.’
The results of the field tests are shown in Table 2.
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In the table, part of the data is presented as a
mean line distance which is the average calculated from
the distances obtained from the set described by the
variations of AF and t. The standard deviation is also
presented for each test with the % error between the
actual line length and the mean measured line length

calculated from the difference frequency.

The first field test was performed on an unenergized
230 KV, 75 mile line (Wray to Story, Colorado) on the
Tri-State Transmission and Generation Association System.
Tests were made with the line open and grounded at the
far end and witha line-to-ground fault at approximately
1/3 of the line distance. The FM system was directly
coupled through a 300 Q lead to the B phase of the trans-
mission line. An error of .167% was recorded for the
full line length and an error of 1.7645% was observed for
the fault at 1/3 of the total line length.

The primary purpose of this test was to determine
attenuation and the signal strength required at various
frequencies to obtain a reasonable reflected signal.
The frequency range was 15 kHz with a sweep. length of
8.33 milliseconds. These tests were performed at 10-25
kHz, 45-60 kHz and 85-100 kHz. Good test results were
obtained and less than 4 db attenuation was observed in
the 10-25 kHz.

It was determined that a good signal could be re-
ceived in the range of .1 KW - 1 KW of transmitted power.

The second field test was performed on the Missouri
Public Service 60 KV unenergized line, between Blue
Springs and Raytown, Missouri. The line is 12,25 miles
long, and tests were performed when the line was ground-
ed open and terminated with a resistance. The sweep
length was 8.33 milliseconds and frequency range used
was 92.082 to 195.085 kHz. The FM system was directly
coupled with a 300 Q line to the B phase. As can be
seen from Table 2, generally better results were obtain-
ed than in the first field test. The error between the
line distance and the mean measured distance is .247%.
The results observed were better even though the signal
contained more Feflections from slightly dissimilar line
sections and from an energized line ‘paralleling the line
under test for part of the distance. As a result of the
experience gained on the first field test, the system

. was re-designed and configured for easier operation in

the field.

The third field test was performed on Union Elec-
tric's 345 KV line between Overton and Montgomery City,
Missouri. The line was energized and had several carrier .
frequencies present. The FM sweep system was coupled
through the coupling device for their 140 kHz carrier
signal, The line was 66.00 miles long (with sag) and
the frequency range was 120.57 kHz to 150.19 kHz with a
sweep length of 16.68 milliseconds. Line traps were
located at each end of the line which very nearly matched
the line at the carrier frequency. Due to the wave traps
the reflection coefficient is quite low and thus produces
a very small reflected signal. In order to detect the
reflected signal, unwanted signals were filtered with a
band pass filter. The distance to the end of the line
section was determined with a .0508% error between the
actual line length and the mean measured line length.

Further tests have been performed on a 2.249 mile
cable located at the University of Missouri-Columbia.
Several different frequency ranges have been used at a
sweep length of 16.68 milliseconds. Tests have been
made for open, shorted and various impedance terminations
at the end of the line.

Sources of Error

It is anticipated that the FM system can be used to
locate faults on overhead transmission lines within 1
tower span. The tests, described in this report, were
not performed to achieve the greatest possible accuracy,



Table

-

A% BETWEEN | APPROX. #
TEST ACTUAL LINE| MEAN MEASURED [ STANDARD | ACTUAL AND | OF CYCLES METHOD OF
LOCATION CONDITION LENGTH LINE LENGTH DEVIATION | MEASURED PER SWEEP MEASUREMENT]
Wray, Colo. De-energized full
) length fault, phase
to ground 75.945 75.598 0.488 -0.457 12.457 Count # of
Fault at 1/3 of cycles per
phase line to ground| 31.295 30.350 0.068 -3.019 4,934 sweep.
De-energized full
length short phase
to ground 75.945 75.824 0.642 -0.167 12,253
. Spectrum
Fault at 1/3 phase Analyzer
‘ to ground 31.295 30.743 0.210 -1.764 4,999 .
Blue Springs,| De-energized full
Missouri length
i. fault phase to
ground
ii. open
~iii. 140
termination 12,250 12.220 0.403 -0.247 13,681 Spectrum
Analyzer
Overton, Energized full
Missouri length
Line trap into a .
substation 661990 66.956 1.452 -.0508 21.428 Spectrum
Analyzer
Coaxial Cable De-energized full
UMC EE Lab length 2,249 2.280 0.099 1.398 3.003 Spectrum
Open and short Analyzer
- circuit

but were intended to provide necessary information con-
cerning signal propagation and reflection. This inform-
ation will be incorporated into the receiver design to
improve the locating accuracy. For the tests previously
performed, it is very difficult to accurately determine
the actual line length. The line sag was estimated for
each line and could easily introduce up to 1% error.

The survey of the linear distance sometimes is in error
by as much as 1%. Additional sources of error can be
produced by non-linearities of the transmitter and the
method used to determine the difference frequency. The
system can be calibrated as a function of the detected
line length prior to a fault to compensate for environ-
mental changes in sag. ’

A general description of the principles involved in
the FM radar, as well as a description of a prototype
unit at the University of Missouri-Columbia, was present-
ed. Results taken on three field tests on both unener-
gized and energized transmission lines have been describ-
ed.

The primary method of analyzing the difference freq-
uency data to determine the fault distance has been to
display the composite and/or difference frequency on an
oscilloscope and to compute the difference frequency by
counting cycles. This technique could be quite easily
automated because the signal-to-noise ratio in the power
line application is usually high enough that the freq-
uency is unambiguous. When the signal-to-noise ratio is
low, then pulse compression processing of the return sig-
nal should be applied which would greatly increase the
conplexity of the system. A further limitation of the
operation of the FM fault locator as described here is
that very short lines(or lines with very close-in faults)
are difficult to deal with because less than one cycle of
the difference frequency is produced for analysis. This
problem can be offset in part by using large values of
Af. With Af = 250 kHz and Vp = 186000 mi/sec., the fault
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distance should be greater than about 1/3 mile for re- .
liable operation.

TRANSIENT METHODS

The sudden occurrence of a fault on a power trans-
mission line causes a propagaion of traveling waves to-
ward both ends of a transmission line. When the travel-
ing waves reach the ends of a transmission line, they are
reflected back to the fault point. The line resistance
and other losses tend to attenuate and distort the im-
pinging wavefronts. The reflection caused by a fault
produce a high frequency transient that can be recorded
at the end of the line. The high frequency transient
decays exponentially and lasts for a period of time which
is dependent upon the parameters of the line.

While the presenée of a high frequency transient
superimposed on the 60 Hz fault voltage and current wave-
forms must be removed for most of the transmission line
protection methods presented in Chapter IV, it is poss-
ible to use the high frequency transient to detect and
locate faults.

Several techniques have been proposed to use the
transient information to detect faults. This section
describes the following proposed techniques:

1. High Frequency Transient Methods
2. Initial Transient Methods
a) Discontinuity Detection Methods
b) Traveling Wave Discriminant
c) Current Differential Carrier

High Frequency Transient Fault Detection

It has been demonstrated that high frequenciés with
a predominant component in the range of 400 Hz to 10 kHz
exists for about one cycle after the inception of a fault.




The frequency of the high frequency transient is inverse- 1110 to 341 Hz. For one-line-to-ground faults, the freg-
ly proportional to the distance to the fault and is de- uencies ranged from 975 to 312 Hz.

pendent on the type of fault. The magnitude of the high
frequency transient is dependent on the angle of the 60
Hz voltage at the inception af the fault (12).

A frequency detector was built to measure the high
frequency transient (10). The frequency detector con-
sists of a bandpass filter to attenuate the power system
A computer program was developed at the University frequency and to prevent spurious triggering of the peak

of Missouri-Columbia to calculate the fault transient detector, which generates a 500 ns. pulse at each peak,
waveform. The computer program was developed to plot and logic which counts the peaks and checks the number
the voltage and current waveforms of the reference phase of peaks in a specified interval to insure that the
for all types of faults. Figures 6 and 7 show voltage frequencies are in the range to indicate a fault.

and current waveforms for a typical system as recorded

. . ui i d tor in com-
at the sending end of the line. The muain function of the frequency detec

puter relaying would be that of fault detection and lo-
cation. When the frequency detector indicates the pres-
ence of a fault, the computer goes into the fault mode
of operation and analyzes, 60 Hz voltage, current, and
phase angle to determine the type of fault and the fault-
! ed line. The frequency of the high frequency transient
is used to determine the zone the fault is located in.
I . After the fault has been cleared, the computer makes an

2.40
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c
S A ,ﬁA W/JN £ - accurate calcutation of the fault location from the freq-
;2 A l[\ [ mwi ﬁ{/ uency of the high frequency transient.
L “/YR'I’ I \p[ N 4&/ M These types of techniques free the computer from
33 A1.. A U\I \\a«VJ V\& v continually sampling voltage and current waveforms to
d N v V ﬂ/’\} if ¢ determine whether a fault exists. When a fault is de-
I

ec

_ tected, the computer is signaled to go into the fault
a i mode, thus freeing the computer for other functions
during the 99.9% of the time that the normal conditions
U ce? o vos vos [LEN] c0n 0 o Qs oo .
Tame o s exists.

‘Figure 6 Description of the Substation Computer Control

System
Voltage Waveform for a Three-Phase
Fault at 160,930 Km(100 Miles), 1200 The substation control unit is comprised of three
sections as shown in figure 8. The line interface units
are located on each phase of each line in the substation
and the fault detector interface is located on each
phase of each bus in a substation.
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The special interface units allow the digital com-

Figure 7 puter to be a mini-computer specially designed to handle
the type of data and make the necessary calculations

Current Waveform for a Three-Phase ) pertinent to substation operation. The computer can be

Fault at 160,930 Km(100 Miles),1200 either hardwired or stored program control depending

upon the degree of sophistication and flexibility de-
sired. The modular design allows the flexibility to
attain the degree of control desired for the various
A transient network analyzer using lumped parameter size substations for both transmission and distribution
pi sections has accurately duplicated waveforms with high systems.
frequency components taken from oscillograms of faults

on actual power systems. Frequencies obtained with the The substation computer coordinates and reports the
TNA a}so compared closely with those predicted by cal- functions of the substation with the central control
culations. For three-phase faults located from 50 to system. Microwave communication facilities may transmit
200 miles away on a simulated line, the TNA produced data to and from the substation site. In addition, a
frequencies ranging from 1135 to 324 Hz. For line-to-line

C : local data logging printer prints a complete log of sub-
faults over the same distance, frequencies ranged from station operation at the substation site.
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Frequency Detector Interface Unit

The presence of the high-frequency transient in-
dicates the possible existence of fault conditions.
Therefore if the high-frequency transient can be detect-
ed then a signal can be given to the substation digital
computer to go into the fault mode. Furthermore, if
the frequency can be measured, the location of the
fault can be calculated. When a high-frequency transient
occurs the frequency detector obtains and stores infor-
mation necessary to calculate frequency and notifies the
digital computer of the possible existence of a fault.
The computer then samples the output of the line inter-
face units located on each phase of each line. The
computer obtains readings of voltage, current and phase
from the line.interface units to verify the existence
of a fault and determine which phases are affected by
the fault. The computer then starts the fault clearing
procedures to deenergize the faulted line. This method
of detection relieves the digital computer from contin-
uously sampling each phase of each line to determine
whether fault conditions exist. Figure 9 shows a block
diagram of the frequency detector interface unit,
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Figure 9
Frequency Detector Interface Unit Block Diagram

The filter shown in figure 9 is used to suppress
the basic 60 Hz fault waveform and to allow the high
frequency transient to pass through to the peak detector,
The peak detector senses the positive peaks and provides
a switched output and a peak value output. The peak
value output is compared against a reference voltage
which is related to the minimum expected high frequency
transient amplitude. The pulse output of the peak de-
tector drives the logic circuitry.

The logic circuitry performs two functions:

1.) Détect whether the pulses from the peak
detector are in proper frequency range.

Provide sufficient information to the
digital computer to calculate the
frequency of the high-frequency transient.

2.}

Line Interface Unit

Figure 10 shows the basic design and illustrates
the operation of the line interface units.

The purpose of the line interface circuit is to
make available to the digital computer peak voltage,
peak current and phase angle. A zero crossing detect-
or detects the voltage zero and outputs a pulse which
starts a voltage time counter. When the counter has
counted up to 90° the peak value of voltage is held in
a sample and hold circuit and is converted to a digital °
number.

The current zero point is detected by another zero
crossing detector which stores the value of the voltage
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time counter at that time into a register. The register
then has the phase angle in digital form for either lead-
ing or lagging phase angle. After 90° on the current
waveform the peak current is held in another sample and
hold circuit. The line interface unit has been con-
structed utilizing integrated circuits.
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Figure 10

Line Interface Unit

When the computer is signaled by the frequency de-
tector that there is a fault, the computer then reads
the peak voltage, peak current and phase angle for each
Phase of each line. The faulted line is determined
from comparing these three values with previously de-
termined normal values. The computer has stored in it
normal operation values, below which indicates normal
operation. The readings are compared with these re-
ference values to determine whether abnormal conditions
exist. The computer has the ability to change the re-
ference setting by command from central point, whereas
a relay setting must be manually set. From the detector
peak count and time count registers the computer calcu-
lates the frequency of the fault transient and hence
the distance to the fault. If the fault is in the prop-
er zone the breaker tripping circuitry is signaled to
open the faulted line.

Initial Transient Methods - Basic Premises

Several of the approaches to ultra-high speed re-
laying currently being developed depend upon detecting
the presence of a fault within the protected region by
identifying the initial onset of the traveling wave
which proceeds both ways along the line from a suddenly
occurring fault. These methods try to use the perturb-
ations of voltage and/or current as soon as they can be
positively recognized at the relay location. They differ
in this regard from fast impedance-calculating algorithms
which try to ignore or "see through'" the transient to
identify as quickly as possible the new (sinusoidal)
steady state values of voltage and current, from which
the impedance 'seen' at the relay point can be calculat-
ed.

Stripped to their simplest models, the transient
methods all depend on the well known solutions, due to
D'Alembert, for the lossless line equations:




Equations

-8v di
2.8 dt

an

LR (18)
- dt

Solutions

ix,t) = 67 (x-at) + ¢ (x+at) .  (19)

]

v(x,t) = 26" (x-at) - Z¢~ (x+at) (20)

where

L=series inductance per unit length
C=shunt capacitance per unit length
Z=7¥L/C = line surge impedance

a = -l - velocity of propagation

/ic

The functions of ¢+ and ¢ Trepresent traveling waves
which move in the positive and negative x directions,
respectively. Their exact form depends upon boundary
conditions in time and space along the line. None of
the traveling wave relay methods requires detailed knowl-
edge of the shape of the functions ¢* and ¢~. Such a
requirement would be impractical because of the highly
varied and irregular waveforms observed on real lines
(or in realistic simulations) under fault conditions.

The three methods described here all depend on certain
invariant aspects of the transient phenomena following
a fault onset. They are identified in Table 3, which

also gives their principles of fault detection.

Kelay Developer (s}

Basis_for Fault fictection

Calculated function of de-
viation hetween received and
reference current
which is jrvariant
pect to fault initiation

angle and line terzimation.

Traveling-wave Boeiny Company and

Riseriminant Bonreville Tower Ad-

(TRD) ministration (H.W,
Dormel and J. Michcls)

Differences in current and
volrage waveforms at two
ends of protected line! The
waveforms will be invariant
if therc is no fault present.

Current Differentixl Tokyo Elestric, Hitachi,
Carrier (CLC) trd.

Mitsubishi Electric

(7. Tekagi, et, al.)

RALDA . ASEA (Sweden) Comparisons of instantancous
N (M. Chawia and S. deviation of current and volt-
Liberzann) age from un-faulted values with

pre-determined threshold levels
for Ai and &v.

Ponneville Power Adminis-
tration (M. Lee and
J. Esztergalyos) Depends on premise that currents
and voltages themselves arc

(almost) invariant.

Table 3

Traveling Wave Discriminant (TWD) Relay

Dommel and Michels described the mathematical foun-
dations for the TWD relay in a recent paper (73). They
have devised a traveling-wave discriminant function

= vz . L dv dI,2

D (V ZI) + wz ( Et— -2 d—t) . (21)
in which v = the initial change in voltage associated
with a suddently occurring fault.
and I = the initial change in current associated
with a suddenly occurring fault.
Figure 11 shows the simplest case of a single line-t?-
ground fault and makes no attempt to illustrate detailed
waveforms.
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Dommel and Michels have shown that D is invariant
with respect to the location of the fault relative to
the relay terminals and with respect to the initiation
angle at which the fault occurs. Voltage and current
changes on the line are related so that D would be (in
principle) zero for a fault occurring behind the relay
(x<0 in figure 11), thus giving the TWD relay excellent
directionality. The validity of the TWD function's in-
variant properties has been established for other fault
types than single-line-to-ground using (o, 8, 0) modal
components of voltages and currents.

The TWD relay does not yet exist in hardware proto-
type form. The idea has been tested on a wide variety
of simulated fault waveforms using a conveniently avail-
able large computer. Its performance was quite satis-
factory except in a few cases in which multiple reflect-
ions on a short line caused erratic results. The orig-
inal program was written in FORTRAN.

The Boeing TWD program monitors all three line to
ground voltages for deviations of more than .06 per unit
from one cycle to the next. When it finds such a devi-
ation, the program calculates the value of D for all
three phases and for the zero sequence components. If
D exceeds a threshold level for more than three consec-
utive sample times, a fault is declared to exist and its
nature is determined by considerations of which D values
are above the threshold. The success of such a relay
depends on the appropriate setting of the thresholds
for voltage deviation and for the D values. The levels
used by Boeing were determined during the course of ex-
tensive simulation studies. No explicit threshold set-
ting procedure has been reported. This would, no doubt,
have to be subject to adjustment to match actual line
characteristics in field testing of a prototype relay.

Bonneville Power Administration has subsequently
developed a limited simulation of the TWD relay in ass-
embly language for a minicomputer using 16-bit integer
arithmetic. This program, called BTWD, implements adap-
tive features proposed by Boeing but not included in the
original program which allow the relay to follow slow
variations in magnitude and frequency without generating
fault indications.

Further development of the TWD relay is planned to
.include adaptation of the BTWD program to accept digit-
ized data from a model transmission line and the contin-
uvation of fault simulation studies. No specific plans
for installation of a working prototype are currently
made. The amount of computing necessary between samples
for an on-line TWD relay is approximately 44 multipli-
cations, 36 double-precision (based on a 16-bit process-
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or) additions, 24 memory transfers and 6 single precis-
jon additions. For the 50 microsecond sampling proposed
by Boeing (Final Report on The Conceptual Design of an
Ultra High Speed Relay by Boeing D276-10006-1) this would
probably require special pipe-lined logic circuitry or a
16-bit microprocessor augmented by a fast external hard-
ware multiplier.

Desirable features of the TWD relay include:

1. Indication of fault occurrence begins 1
to 3 sample intervals after the fault wave
arrives at the relay location. This is
approximately t + 100 microseconds, sig-
nificantly less time than is required by
.impedance calculating algorithms.

2. Inherent directionality.

3. Insensitivity to DC offset component of
fault waveforms, which can be a source of
difficulty in impedance calculations.

4. Minimal filtering needed.

Current Differential.Carrier Relay (CDC)

Takagi and associates have described a new travel-
ing-wave relay which they call a "d'Alembert relay" that
utilizes the fact 'that the traveling waves of voltage
and current on a lossless transmission line having uni-~
formly distributed shunt capacitance and series induct-
ance satisfy the following relationship (78) (79).

va(x,t-T) + Zia(x,t-f) = vb(x+d,t) + Zib(x+d,t)
(22)

This equation applies to the line illustrated in figure
12.

T=time of propagation of wave from a to b.
z=surge impedance of line =|L.

C
L=inductance per unit length.
C=capacitance per unit length.
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Figure 12 Transmission Line

A difference function which would have zero value
if equation (22) were exactly satisified may easily be
created and tested against a threshold value to identify
a fault occurring within the protected zone (Between a
and b). Such-a function is given in equation (23).

1= ia(x,t-T) - ib(x+d,t) + %{va(x,t-T) -

It is necessary to provide a data communication link
between ends of the protected line so that the necessary
current and voltage values can be brought together for
calculating and testing the value of I. The new relay
differs from previous current differential carrier relays
by using voltage and line surge impedance as well as cur-
rent in a characteristic function which is invariant with
respect to the location of the fault within the protected
zone and to the detailed shape of the traveling waves.
Equation (23) applies directly to a single phase line.

If one considers the mutual coupling between phases of a
three phase line, equation (23) does not apply, since it
is derived from the single-line wave equation (equation
17 and 18) which does not include terms representing the
dependence of the voltage along one line on the current
in the other lines. This complication can be handled by
transforming the phase voltages and currents into their
modal components («,8,0, or Clarke components), which
are mot mutually coupled to each other. The function I
can be tested for each modal component. In general, the
surge impedance and propagation time are different for
the different modes. Although the modal decomposition
eliminates mutual coupling and permits "one-to-one' wave-
form comparison, a specific fault may be reflected in
more than one mode. It is therefore necessary to re-
convert the modal difference functions to phase quantities
in order to interpret the nature of faults which may
occur. Having established this theoretical rationale,
Takagi and co-workers reject as practically unfeasible
the actual modal implementation of their relay and apply
equation (23) to phase quantities after all. Simulation
studies indicate that a threshold can be chosen for (I)
which successfully differentiates between fault produced
wave-forms on faulted and unfaulted phases.

The new CDC relay is subject to several possible
sources of error which have been studied through digital
simulation and using a transient network analyzer. These
error sources and their assessment or resolution are
listed below.

Error Source

Mutual coupling
between lines which
leads to spurious
indications of I.

Error in T value
(Propagation time).

Error in Z (surge.
impedance) .

Resistive losses in
line (not included
in basic equatioms).

Frequency dependence
of line parameters
(primarily resis-
tance) .

Different T for
different protected
line lengths.

Countermeasure

Theory: Carry out difference
measurements in modal domain.
Practice: Use phase quantities

and set threshold above spuri-

ous signal levels.

Serious problem which is
alleviated by low-pass
filtering of I signal.

Less serious than T error-
can be ignored in practice.

Practical resistance values
cause no significant errors.

Improves CDC relay performance
by tending to filter out high
frequencies.

Use software (interpolation)
to create correct T for a
given line.

More extensive simulation studies using a micro-
processor realization of the relay in conjunction with a
special digital simulator are planned, as is field test-
ing in an actual power system.
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vb(x+d,t)} (23)

If |1|>€ (a specific threshold value) an internal
fault exists; if |I|<£, no internal fault exists.



ASEA Transient Discontinuity Relay

The ASEA "RALDA" relay has been installed in the
Bonneville Power Administration 500 kv system since April
1976. Chamia and Liberman have described the operating
principles, the overall relay system design, and labora-
tory tests of the ASEA relay. (84). Yee and Esztergalyos
have reported on one year of field experience with the
relay on the BPA system. (83).

The ASEA relay senses the initial disturbance of
voltage and current of each phase which may be involved
in a fault as the traveling-wave created by the fault
initially reaches the relay location. It may be shown
that for a protected zone between two such relays, in-
ternal faults will cause voltage and current deviations
(4v,Ai) from unfaulted values which are opposite in sign
(to each other) at both relays. Faults outside the pro-
tected zone will cause Av and Ai to be opposite in sign
at one relay but of the same sign at the other. (84)
Considering the diagram of Figure (13), we may define the
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voltage and current at location vy to be:
vr(t) =Vt Avr (25)
lr(t) “lm " Alr (26)
Where: subscript n denotes normal or un-faulted
values,

We can further consider that the disturbances caused by

the fault are composed of transient and ‘steady-state por-

tions,

V. + Av + Av_’ (27)

™m Tt rs .
i + Ad
Al + Bi

v.(t)

i +

ir(t) ™n

- (28)
Where: t=transient and s=steady-state,

Equations (27) and /(28) are most useful in classify-
ing relay types. Impedance-type relays must filter out
Avr and Ai
staEe values. To do this very rapidly poses major fil-
tering or recognition problems. Some transient relays
use all or part of Av__ and Ai__ as an indication that a
fault has occurred; for example, the high-frequency tran-
sient relay described earlier in this paper. Recognition

of the desired component is probably easier in such a case

than for impedance relaying. The RALDA relay has the
simplest recognition task of all, however, because it
filters out v__ and i__ with low-pass filters. Once the
normal steady-state frequency is eliminated, any signal
appearing in the filter output is indicative of a
fault. Thresholds are set for both voltage and current
to differentiate fault transients from other disturbances
caused by switching of power System components and other
non-fault transients. The relay depends critically on

in an effort to determine the faulted steady

possible
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there being a practically useful range of voltage and
current levels in which to place such thresholds and, of
course, on their appropriate placement within. The
thresholds used are based on steady-state fault calcula-
tions for the specific line to be projected. They are
set for two modes of relay operation, a direct tripping
mode which underreaches the protected line and a trans-
ferred-blocking mode which overreaches the protected line.
With two such relays "facing' each other two zones are
established for each relay. Within its primary forward
reach either relay will initiate tripping. Between the
end of its primary zone and the remote relay a given re-
lay will initiate tripping unless it receives a blocking
signal from the remote relay (indicating the disturbance
originated behind the remote relay and hence outside the
protected zone). -

During the first year of operation the RALDA relay
operated in fault modes twenty-eight times. Twenty-four
of these events were documented as real internal or ex- -
ternal faults and were properly responded to by the re-
lay. Of the four remaining, two cannot be positively
explained, but are thought to have resulted from slight-
ly over-sensitive settings on one relay or possibly from
transient faults within the protected zone. The final
two incidents were improper operations due to a connec-
tion error and temperature sensitivity of the trip cir-
cuitry of the relay. Redesigned trip modules were in-
stalled which gave no further difficulty during the pe-
riod reported on. (83) The relay also produced 200
syStem blocking operations during the test period due to
microwave communication-link noise and routine power
System switching operations.

The RALDA relay has performed well in its field test.
It has exhibited virtually perfect reliability in the
forward tripping modes and in reverse blocking. It has
operated consistently within a 2-6 milliseconds of fault
initiation. This system promises, in conjunction with
new one-cycle switchgear, to limit total close-in fault
times to near one cycle. This unit seems to be clearly
the present leader in ultra-high speed relay technology.
The elegance and simplicity of its basic principles lend
themselves to convenient implementation. Its low power
consumption and small ac-circuit burden make it readily
applicable in any anticipated field installation.
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CHAPTER VI

PROTECTION OF GENERATORS

Last and Stalewsky [2] suggested in 1966 that dig-
ital computers may be used in an on-line mode for the
protection of power systems. Since then, many digital
computer techniques have been developed for the protec-
tion of transmission lines, transformers, generators
and bus bars. Most of the attention has, however, been
focused on the development of and the application of
computer techniques for the protection of transmission
lines which aspects have been presented in Chapters III
and IV. Protection of generators by programmable dig-
ital devices which has also received some attention is
discussed in this chapter.

Sachdev and Wind [34,36] reported a technigue which
used a digital computer to detect internal faults of
generators. To alleviate some Analog to Digital conver-
sion problems and to reduce cpu time required for com-
puting, the line and neutral side currents were prepro-
cessed. The instantaneous fault current (difference
between the line and neutral side current of the faulted
phase) was compared with the average of the instantane-
ous through current immediately after the inception of
a fault. Hope, Dash and Malik [67] determined the real
and imaginary components of the phasors representing
the line and neutral side currents by the Correlation
Functions approach. Two different trip criteria were
tried. One criterion consists of comparing the magni-
tude of the difference between the line and neutral
side currents of a phase with the sum of the line and
the neutral side currents of the phase and tripping when
the difference current exceeds a specified percent of
the sum current. The second criterion used the dot pro-
duct of the line and neutral side currents of a phase
as the restraining quantity. This approach increases
the relay's insensitivity to external faults. A novel
technique, proposed by Dash, Malik and Hope [75] detects
unsymmetrical faults in a generator by monitoring the
second harmonic component in the field current and the
direction of the flow of negative sequence power at the
terminals of the generator. These authors have taken
advantage of the fact that under normal operating con-
ditions and during three phase faults, the field current
does not contain any harmonics and their is no exchange
of negative sequence power between the generator and
the system. During unsymmetrical faults, the field
‘current contains a second harmonic component. In case
of external faults, the negative sequence power flows
into the generator and, during internal unsymmetrical
faults, the negative sequence power flows' from the gen-
erator to the system. In addition to these develop--
ments, some aspects of protecting hydro power plants by
using digital devices have been discussed by Sachdev
[IEEE Pub. 76CH1057-9REGS, pp. 82-86].

This chapter briefly presents the essential fea-
tures of the generator differential protection schemes
mentioned in the last paragraph. Some of the results
obtained by applying these approaches are also included.
A few important aspects of digital computer protection
of power plants are then discussed. Before presenting
the digital approaches, the principle of generator dif-
ferential protection is briefly outlined.

DIFFERENTIAL PROTECTION OF A GENERATOR

The winding of a generator stator consists of a
number of turns of conductors, electrically insulated
from but physically embedded in an iron core which is
connected directly to ground. Should the insulation

51

USING

DIGITAL  COMPUTERS

between a conductor and the iron core fail, a new curr-
ent path will be established from the stator winding,
through the iron core to ground. The current flowing

in the fault loop, which is not directly accessible,

can be measured as the difference between the currents
entering and leaving each phase of the winding at the
neutral and line ends. Differential protection as ap-
plied to one phase of a generator is depicted in Fig. 1.
During normal operation and external faults, the current,
I;, entering the winding is equal to the current, In,
leaving the winding if leakage and transducer mismatch
are neglected. The fault current, which is proportional
to (I - I) is generally used to provide operating
torque. To avoid undesireable trippings a restraining
torque is provided by a suitable combination of the
currents I and I,.

1 <:———GENERATOR WINDING o

o= JHOTVOTIITTIO0 =
k1, » kI;
OPERATING

; WINDING

w [3 n
S

RESTRAINING WINDING

Fig. 1. Connection diagram of one phase of a generator
differential protection scheme.

Two distinct approaches have been used in designing
digital relays for differential protection of generators.
The approach used by Hope and associates [67], extracts
the fundamental frequency components of the currents,
and from this information decides whether the generator
is experiencing a fault. Sachdev and Wind's approach
[34,36] compares the instantaneous values of the line
and neutral side currents. These methods of differen-
tial protection are described in the succeeding sections.
Some of the results reported by the authors are also
reproduced and discussed.

COMPARISON OF INSTANTANEOUS CURRENTS APPROACH

An analysis of a short circuited generator indi-
cates that the operating and restraining currents are
composed of pre and post fault fundamental frequency,
exponentially decaying D.C. and high frequency compo-
nents. Both, the time constants and phase angles of the
post fault stator currents depend upon the parameters of
the stator and the system. The relay operating current.
(I1 - I2) must rise from zero with a rate restricted by
the machine, system and fault parameters; but the re-
straining current (I; + I) may not. To facilitate a
comparison of the instantaneous operating and restrain-
ing currents, Sachdev and Wind [34] suggested that a
modified sum current be generated. Figure 2 illustrates
the difference, sum and modified sum currents for a
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Sigma 2 digital computer was used for the implementation
of this relay.

Fig. 3. Schematic diagram of the analog pre-processor.
Analog Preprocessors

( start )
The digital differential relay described by :

Sachdev and Wind was developed at the University of -

Saskatchewan in 1971. Because of the limitations of Wﬁ@ SYSTEM

the equipment available to the authors at that time, PROTECTION

the operating and restraining currents (I 1-I2) and

(I1+I2) for each generator phase were derived from I3

and I, by using analog circuits of the type shown in

Figure 3. The gains of the circuit were adjusted so FAULT A FAULT 8 FAULT ¢

that the peak amplitudes of the sum and difference cur- MONITOR | 7]  MONITOR * MONITOR

rents including the D.C. offsets in the currents would

not saturate the analog components and the A/D conver- (i

ters,

Description of the Relay j 7
PHASE A PHASE 8 PHASE ¢

The organizational structure of the digital diff-
erential relay used by Sachdev and Wind is shown in
Figure 4. The fault monitor issues read directs to se- I—_,—l
quentially sample the three difference currents from
the analog preprocessor at 15 kHz. These samples are

" used to update circular tables containing samples of the | 1 —
difference current of each phase. The absolute value
of the sample just received is compared to a pre-speci- PHASE A PHASE B PHASE ¢
fied threshold. Should the amplitude of the sample ' VERIFICATION YERIFICATION VERIFICATION
exceed the threshold, the monitor relinquishes control
to the phase allocation segment. If the sample is
within the threshold limits, the program checks whether
the sample was taken as part of the phase allocation

ALLOCATION ALLOCATION ALLOCATION

) |

S YSTEMN

routine. If not, the monitor remains active. The diff- A PHASENNY 3 PHASE S

érence current sample for the next stator phase is read o »

and the procedure described above is repeated. PRINT L . 1
On activation by the monitor, the phase allocation Lm” AND PRINT

segment determines the faulted phase (A, B or C). The

monitor could have relinquished control if the differ- ‘

¢nce current was in excess of the threshold in a phase,

say phase B. This would activate the allocation segment

] 4 Fig. 4. The logic organizati igi
of the phase B. This segment issues a read direct to s y £ zation of the proposed digital

percentage differential protection scheme.
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the A/D convertor to sample the difference current of
the next phase, C. The sample is placed in the circular
table and its absolute value is calculated. The diff-
erence current sample of the next phase, A, is similarly
processed. The absolute values of the three samples

are compared and the originating phase of the largest
current is determined. One pass of the phase alloca-
tion segment is now complete. Sequentional sampling
continues and the procedure described above is repeated
for the next set of samples of the three stator phases.
This is continued until the phase allocation passes
twice indicate the same phase as probably faulted, say
phase A. The program then branches to the appropriate
fault verification routine, phase A in this case.

The verification segment decides whether the gen-
erator stator is actually faulted or not. One verifi-
cation segment is provided for each phase. On commen-
cement 'of verification, the sampling is restricted to
the sum and difference currents of the phase selected
by the allocation segment. The difference current sam-
ples are still stored in the circular tables. Three
additional circular storage arrays, one for each phase,
are included for the sum currents. A control parameter
'COUNT', is preset and the modified sum current funct-
ion, 'SUMSAMP', is initialized. The difference current
sample, read from the A/D convertor, is placed in the
circular store and its absolute value is computed. The
absolute value is then multiplied by 128 using an arith
metic left shift of seven bits. Now the value of the
last sum current sample is retrieved from the appropri-
ate location in its circular table and the new value
of the modified sum current is computed. Next, the sum
current sample is read from the A/D convertor.

In the initial few passes, the value of the modi-
fied sum current could be small and, to avoid unnecess-
ary computations, a deadband is provided and computa-
tions are not allowed unless 'SUMSAMP' exceeds a thres-
hold. Should 'SUMSAMP' be less than the "calculation
threshold", the program returns for the next difference
current sample. If the threshold is exceeded on any
pass, 128 times the absolute value of the last differ-
ence current sample is compared with the 'SUMSAMP'
times the relay setting. Should the absolute value of
the difference current times 128 exceed the relay sett-
ing times the 'SUMSAMP', a stator fault is indicated
and the counter 'COUNT' is incremented; otherwise the
counter is decremented. After 'COUNT' has been either
incremented or decremented, it is compared with a posi-
tive and a negative threshold value. If the value of
the counter is between the two threshold values, the
issue is undecided and the program returns for another
verification pass. Should 'COUNT' be less than the ‘
negative threshold, it is concluded that the allocation
and verification routines were triggered by some trans-
ient condition. The sum current storage is initialized
and the monitor is reinstated. If the 'COUNT', is
greater than the positive threshold, it is concluded
that the system is experiencing a fault and an appro-
priate trip command is issued. This procedure was used
to reduce the possibility of making incorrect conclu-
sions.

With the inclusion of the calculation threshold
feature, a possibility for error was introduced. In-
zone faults are conceivable where the contributions to
the fault current from the generator and the connected
System are in phase and approximately equal in magni-
tude. For these rare occurrences, the sum current
would be small while the difference current would be
very large. This condition, if present, could prevent
the modified sum current from exceeding the calcula-
tion threshold and there by hang up the verification
process.
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A second counter 'COUNT B', is therefore provided.
This counter is incremented in each pass of the alloca-
tion and verification segments if the absolute value of
the difference current exceeds a back up threshold.
After each verification check, 'COUNT B' is compared
with an upper limit. The verification sequence conclud-
es that a valid fault condition exists if 'COUNT B' is
in excess of the limit.

Testing the Relay

The digital differential relay was tested in the
laboratory by applying it to a three phase 5 kVA 220
Volt alternator. This machine has split stator windings
which can be either comnected in series or in parallel,
For these tests, the windings were connected in series
as shown in Figure 5. When the generator is operated
in this configuration, its rated full load current is
13 amps. A resistance was inserted in the neutral to
limit the ground fault currents to about 2 p.u. With
the winding terminals all brought out to a front panel,

simulation of internal faults was faciliated with mini -
mem risk to personnel and the equipment.
EXTERNAL FAULT
~
0
2
213
|8 RATED
LOAD
2c

Fig. 5. Test equipment configuration used for fault
simulations.

The operation of the digital protection scheme was
tested with the following four types of faults applied
to the alternator:

1. Internal single phase faults involving 50 percent
of the stator winding,

2. Internal single phase faults involving 100 per-
cent of the stator. winding.

3. Internal two phase faults involving 50 percent
of the stator winding.
4. External single phase faults.

Fourty-five type 1 internal faults were simulated. 1In
twenty of these, the inception of the fault was cont-
rolled by using a synchronous switch in place of the
circuit breaker of Fig. 5. Four groups of five faults
each, were applied with fault incidence delayed appro-
ximately 09, 30°, 60° and 90° from the zero crossing of
the terminal voltage waveform. The remaining twenty-
five type 1 simulations were recorded without incidence
control. Twenty-five each of types 2, 3 and 4 faults
were also simulated in this manner. In the two phase
fault simulations, the 50 percent points of the stator
windings were shorted through a current limiting resis-
tor. The fault monitor threshold was set at 50 milli-
volts. The analog computer gains were adjusted so thai
One per unit generator current was represented by a

[

—— PR




128

3 (ABSOLUTE VALUE
OF DIFFERENCE

CURRENT)

1.5¢

ABSOLUTE VALUE OF
SUH CURRENT

MODIFIED ABSOLUTE VALUE
OF SUM CURRENT

-
5

[l . . ‘
g |—raurmunestol . - ———
- ]
=T ABSOLUTE VALUE
2.5} OF OIFFERENCE
) C CURRENT
3 EVIDENCE AVERAGING
COUNTER
__ CALCULATIOR THPESHOLO
0 U |1 | MONITOR Tuoespots
= I AN AN R R U IR
L n
n = SAMPLE NUVMBER
ty = t(n.q) = 140 MICROSECS.
- MONITOR THRESHOLD = 50 mV
2.5 SENSITIVITY SETTING = 2.3 %

TRANSIENT THRESHOLD

31 DECEMBER 1971

Fig. 6. Reaction of the protection system to a type 1
fault without incidence control.

sinusoid of 2.5 volts peak value in the digital compu-
ter. Out of all the studies reported by the authors,
two cases are reproduced here.

Type 1 faults

The data from each fault was recorded and was ex-
amined by the protection scheme several times. All the
type 1 fault simulations were examined with the relay
sensitivity set at 2.3, 3.1 and 3.9 percent. The re-
action of the scheme to one of the type 1 faults, as
reported by the authors, is presented in Figure 6. All
functions are plotted in the time sequence in which
they were sampled or generated. The reconstructed diff-
erence current function indicatés that the fault pro-
bably occurred just after the second sample shown, and
exceeded the monitor threshold in sampling interval 3.
With such a large difference current, this sample was
the largest of the three compared in the first pass
for phase allocation. The second post-fault sample of
the difference current of this phase was again found
to be the largest. The phase allocation segment then
transferred control to the proper verification routine.
The next sample of difference current was taken as part
of fault verification. During the first pass through
this routine, the modified absolute value of the sum
current was generated as zero because no sum current
samples had been read prior to the first calculation,
The difference current was multiplied by 128. No com-
parison between the modified sum current and the diff-
erence current was made since the former had not yet
.exceeded the calculation threshold. On the second and
subsequent passes for verification, the modified sum
current exceeded the calculation threshold. Three
times the modified sum current and 128 times the ab-
solute value of the difference current were compared.
This lead to the conclusion that the generator was
experiencing a fault. The varification process was
repeated and every time a fault decision was indicated,
the evidence averaging counter was incremented. The
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Fig. 7. Reaction of the protection system to a type 4
fault.

program was interrupted and printing initiated when
the counter '""COUNT" reached the fault threshold. 1In
a power system application a trip command would be is-
sued at this stage.

The authors have reported that, in all cases men-
tioned above, the phase allocation sequence of the pro-
tection scheme correctly selected the faulted phase for
verification. The decision making in each of these
cases was correctly concluded in less than three milli-
seconds. The various sensitivity settings did not af-
fect the operating times of the relay.

Type 4 faults

External faults were simulated and examined to test
the ability of the protection scheme to descriminate
between in-zone and out of zone faults. As indicated
earlier, one generator terminal was short circuited to
ground. The operation of the protective scheme, using
the sensitivity settings of 2.3, 3.1 and 3.9 percent,
was tested. The reconstruction of a typical case is
presented in Figure 7. As indicated by the reconstruct-
ed response, imperfect current gains introduced some
errors. All cases were, however, correctly verified as
transients not warranting trip initiation. The relay
sensitivity was increased to 1.6 percent to test its
susceptibility to noise. The fault studies were repeat-
ed; in nine of the 25 cases, the conclusions made by
the relay were erroneous (stator is faulted). This
setting is much lower than 5 - 25% usually adopted and
was tried only to test the relay's susceptibility to
noise. The authors have reported that, in all cases,
the relay selected the faulted phase correctly for
fault verification.

CROSSCORRELATION FUNCTIONS APPROACH

It is shown in reference [67] that the real and
imaginary components of a current phasor, I, can be
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determined by a digital computer using the following
two correlation functions.

N
I,=2 & i (KAT) sin (ukaT) (D)

I

1 N
I =% I i (KAT) cos (wkAT) c(2)

q N, _

k=1

where: T =2 %

N is the number of samples of a current
taken in one cycle and

T is the time duration of % cycle at
fundamental frequency.

Hope, Malik and Dash [67] used Equations 1 and 2 to
determine the d and q components of the line and neut-
ral side currents (I; and I) of each phase of the ge-
nerator being protected. The line and neutral side
currents were then expressed in the phasor form as
follows:

I = Iy +31 (3

ql
I

2 Idz + 3 qu ... (4)

The following two operating and two restraining sig-
nals were derived for use in the differential relays.

. . 42 245
So1 = lIl-le = [(14,-14)) +(1q1-1q2) ] .o (5)
] - Ter 2 244
Sp1 = 11#Tpl = [0gpe1 ) %o (1 41 7] -+ (6)
S = (Ly,-1.)%+(1 -1 )2 (7
02 dl “d2 ql “q2 e
Se2 = Tarlay * Iqilg .. (8)

Two versions of the digital differential relay were
developed using these signals. The first version used
the currents calculated by Equations 5 and 6 as oper-
ating and restraining functions. The relay produced

a trip signal when S, exceeded FgS.q; Fg being a pre-
specified sensitivity factor. The second version used
the signals generated by Equations 7 and 8 for operat-
ing and restraining purposes. The.proposed algorithms
were implemented on an HP 2100 minicomputer. -Six sam-
ple and hold circuits and 10 bit A/D converters were
used to sample data at 960 Hz. The line and neutral
currents were converted to the form of voltages using
shunts and amplifiers. Six pole, 6450 Hz Butterworth
low pass filters were used for preprocessing the input
signals before conversion to the digital form.

Testing the Relays

The authors tested the relays in a laboratory set
up similar to that used by Sachdev and Wind [36] ex-
cept that, in some of the tests, the generator was
connected to an infinite bus through a transmission
line. The generator used in this case was a 5 kVA 208
Volts three phase machine. A grounding resistance was
used to limit the single phase to ground fault currents
to 2 p.u. The performance of the relays was tested by
applying the following faults to the generator.
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1. Internal single phase faults involving 50 percent
of the stator winding.

i~

Internal phase-phase faults involving 50 percent
of the stator winding.

Internal single phase and two phase faults
involving 100 percent of the stator winding.

(53]

4. External single phase, two phase and two phase
to ground faults.

5. Internal single phase and two phase faults in-
volving 50 percent of the stator winding with the
generator connected to the infinite bus through
a resistor and an inductor simulating a short
transmission line.

The faults were applied to the generator from the compu-
ter by sending a signal, via a D/A converter, which tri-
ggered a set of SCR's. In some cases, the incidence of
the fault was controlled such that the fault was applied
at approximately 00, 30° and 90° after the zero crossings
of the terminal voltage.

One of the internal single phase to ground fault
studies reported in Reference 67 is reproduced in Figure
8. In this case, two single phase to ground faults were
applied on 50 percent of the generator winding when the
generator was supplying an isolated load. The fault
incidences were controlled to be at 0 and 90 electrical
degrees after the zero crossings of the voltage wave-
forms. The operating signals, So1's, and the restrain-
ing signals, FgS8,1's, for sensitivity factors of 0.06,
0.09 and 0.15 are shown in the Figure. A study of this
figure shows that when the fault incidence is 0° and a
sensitivity factor of 0.15 is used, the operating signal
exceeds the restraining.signal 6 msecs. after the incep-
tion of the fault. The operating signal exceeds the re-
straining signal in 4 msecs when the sensitivity factor
is reduced to 0.06. :
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Fig. 8. Internal phase-to-ground fault. 1 p.u. current
equals Octal 200.
Restraining (a) Fg=0.15; FI=0°

Signals: (b) 0.09; oo
(c) 0.06; 0°
(e)  0.15; 90°

Operating
Signals: (d) : 00
(e) 90°

Figure 9 depicts the operating and restraining sig-
nals (592 and S,3) generated by using Equations 7 and 8
for a line to ground and a line to line fault at the mid
points of the windings, and an external fault. It is
obvious from this figure that the use of Sy, and Sy2
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"Fig. 9. Protection scheme characteristics for restrain-
ing function of Equation 8.

Restraining (a) L-G Fault (50%)
Signals: (c) L-G Fault (50%) with system connected
(e) L-L Fault (50%) with system connected
(g) external fault (L-G)
Operating )
Signals: (b) L-G Fault (50%)
(d) L-G - with system connected
(f) L-L Fault (50%) with system connected
(h) external fault (

seem to slightly increase the operating speed of the
relay. The authors also demonstrated that the use of
Sg2 and Sp) increased the relay's insensitivity to ex-
ternal faults.

SECOND HARMONIC CURRENT APPROACH

Hope, Dash and Malik [75] proposed a novel appro-
ach for detecting unsymmetrical generator faults. The
approach takes advantage of the phenomenon that a second
harmonic component is present in the field current dur-
ing unsymmetrical system faults. The negative sequence
power is monitored at the terminals of the machine and
the direction of its flow is used to determine whether
the fault is internal or external to the generator.
During internal faults the negative sequence power flows
from the generator to the system, whereas, it flows
from the system to the generator during external faults.
As in the differential relay, the authors used the co-
rrelation technique in the development of this relay.
Equations 1 and 2 are used to estimate the second har-
monic component in the field current. Phase voltages
and currents observed at the terminals of the alterna-
tor are processed in a similar manner to determine their
real and imaginary components. The real and imaginary
components of the negative sequence voltage and current
are then determined using the following equations.

= 72 2 45

Lep = Mgy * Iog,] -(9)
Vo= v j ... (10
o = Vag * I Vgy 1o
I = j ..

o Igg * 3 Tgg , e (11)
Vn = vdn *3 vqn -(12)
L= I+ Iin L. (13)
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where: Ifz is the second harmonic component of the field
current.

V¢ is the phase voltage; ¢ = a,b,c.

I¢ is the phase current.

Vn is the negative sequence voltage.
In is the negative sequence current.

The real and imaginary components of the negative se-
quence voltage were calculated by Equations 14 and 15
from the phase voltage components, Vq¢ and V ¢+ Similar
equations were used to calculate the real ang imaginary
components of the negative sequence current.

1 1 V3
Van= T Waa = 7 UagpVgdd + 70Vl -n(4)
! 3
Vo™ 5 Wga = 7 WgpVed = 7 WgpVgd] .09

The operating characteristic of the relay, proposed by
Hope et. al. [75], is shown in Figure 10. The operating
and restraining signals are the second harmonic compo-
nent of the field current and the negative sequence
power at the generator terminals respectively. To re-
duce the possibility of spurious tripping, it was made
conditional that both signals attain a minimum threshold
before a trip signal is generated.

In |
; Operating Zone
2
s
L
“
/ .
Ll Ll L LLLLL L L
Restraining v
" Zone Pz

Fig. 10. Operating characteristics of the negative
sequence power relay. ’

This relay was also implemented on an HP 2100 mini-
computer and the data was sampled at 960 Hz. Low pass
filters were used to limit the frequency of the input
signals provided to the sampler.

Testing the Relay

The equipment used in this set up was the same as
used in the differential relay of Reference 67. The ex-
perimental set up used in this case is shown in Figure
11. In this work, the operation of the relay was tested
for the following faults.

1. Internal phase to ground and phase to phase
faults on the midpoint of armature winding,

Internal phase to ground faults on the generator
terminals involving 100% of the armature winding.

Inter-turn faults.

External phase to ground, phase to phase and two
phase to ground faults on the generator terminals.

The operation of the relay for a single phase to
ground fault at the midpoint of a generator phase is
shown on the Igp, P, plane in Figure 12. The trajectory
enters the operating zone in about 6 msecs. The Py
versus Ig; trajectory for a phase to phase external fault
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Generator current unbalance.
Overcurrent (with voltage restraint),
Overvoltage.
Overfrequency/underfrequency.

Field failure.
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Field ground.

Relays provided for the protection of generators and
transformers are excited from current and voltage trans-
ducers. It can be shown that a minimum of twenty one
signals have to be monitored for detecting the faults
listed above. This number is arrived at by assuming
that each set of current and voltage transducers pro-
Fig. 12. Py-Tg, trajectory for a single phase to vide the three phase ‘quantities and a zero sequence
ground fault at the midpoint of phase 'b'. quantity. It is also assumed that one signal each of
field current, generator speed and A/D caliberation
check are used in detecting abnormal conditions. It is

is shown in Figure 13. The result shows that, for preferable to sample the currents and voltages simul-
such faults, the operational vector stays well within taneously and, therefore, A/D converters with sample
the restraint zone. and hold facility may have to be used. Once a set of

samples have been obtained and placed on hold, a digi-
tal computer can receive them one at a time. Assume

DIGITAL COMPUTER PROTECTION OF HYDRO POWER PLANTS that the computer used for plant protection can receive -
one sample every 20 psecs and one half of the inter-
Some features of digital computer protection of sampling time can be used for computing. In this
hydro plants have been discussed by Sachdev [Some As- manner, the total computing time before another set of
pects of Digital Computer Protection of Hydro Power data is due to be received, depends on the rate at which
Plants, IEEE Pub. 76CH1057-9REGS, pp. 82-86.]. Factors system data is sampled. The process of the computer
dictating the selection of frequency for sampling data receiving samples and the intersampling time which can
have been discussed from a systems point of view. The be used for computing are graphically shown in Figure
philosophy of using protection and data acquisition 14. The total computing time per sampling cycle is
computers in an interactive mode is then discussed. given as a function of the frequency of receiving sys-
The suitability of using multi-microprocessor approach tem data in Table 1. It is obvious that the total
for the protection of a turbine-generator has also computing time per sample cycle decreases as the

been examined.

Sampling Frequency "7 SYSTEM INFORMATION
Protecting functions performed in a hydro power

plant are numerous. Some of these functions are to _4tlF" . I T l

reveal the presence of mechanical abnormalities whereas ] 7 i gj' t 2:22%2&1

the others are to detect electrical faults. Most elec- sz Eéﬂ Qﬁgl Eégl &ZJIWA 4 l /,// &éﬂl //

trical faults can be classified into one of the

following types: SAMPLES READ INTO LAST .
1. Generator differential unbalance. THE COMPUTER SAMPLE

2. Generator-Transformer differential unbalance.
"ig. 14, Distribution of data sampling and computi
3. Generator stator ground. . Vime . pling computing
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Table 1. Computing time per sampling interval
available for different sampling rates
adopted for digital computer protection
of a hydro plant.

A B C D
400 210 2080 2290
800 210 830 1040

1000 210 580 790
1500 210 265 475
1600 . 210 205 415
2000 210 80 290
2380 210 . 210

Sampling Frequency. (Hz)

Computing Time (Ity) u Secs

Computing Time (ta) u Secs

Total Intersampling Computing Time u Secs

[« Neol -1

sampling frequency increases. The sampling frequency
for a computer protection scheme should therefore be
selected such that:

(i) the computed information is reasonably accurate.

(ii) dectection and verification of faults is
completed after receiving a set of data and be-
_fore the next set of samples start arriving.

The first of the above two conditions is essential
whereas the second is only a desirable feature.

In addition to the twenty one samples required
for detecting electrical faults, a digital computer
may have to supervise functions such as, coolant flows;
oil and compressed air pressures; gemerator winding,
field winding, bearings, oil and coolant temperatures
etc. Some of these abnormalities will require that
the unit be tripped while the others require that an
operator be alerted either at the plant or at a central
control location.

Integrated Operation

Considering that the temperature, pressure, level,
flow and electrical signals for detecting abnormalities
may number over one hundred per generating unit, a
large part of a protection computer's time will be used
in ‘receiving input data from the sample and hold de-
vices. To save this time, a multi-processor system may
be used. One such system is shown in Figure 15. A
special purpose c.p.u. can be exclusively used to
communicate with the system, i.e. receive information
from the sampling devices and place it in a block of
common memory, and pass on instructions to the digital
to analog convertors for issuing alarms and tripping
the machine. One c.p.u. and its associated equipment
i.e. c.p.u. P-1, memory unit 1, an input-output device
and a disk unit, can be used to perform the protective
functions. Another c.p.u. which may be part of a data
acquisition computer, can share the common memroy block
in which the special purpose c.p.u. continuously places
data. This part of the integrated computer system can
also act as a standby for protection functions. It
can also be used to receive processed fault data from
the protection computer and print it for operator's
scrutiny. This feature will ensure that the protection
computer is exclusively used for the function it is
provided for.
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Fig. 15. A multi-processor system for protection and
data acquisition.

Multi Microprocessor Approach

In the arrangement suggested above, a minicomputer
is used to protect one hydro unit. This is like putt-
ing all eggs in one basket. An alternate approach
consists of dividing the protection functions, listed
earlier in this paper, between a few microprocessors,
say four in this application. It will be desirable,
not to allocate more than one critical function to any
one processor. Keeping this consideration in mind, the
protection functions may be assigned to four micro-
processors as follows: )

Microprocessor 1: Generator differential unbalance
and current unbalance.

2: Overcurrent with voltage restraint
and field failure.

3: Generator-transformer differential
unbalance.

4: Overvoltage, overfrequency, field
ground and stator ground fault.

Assume that the protection functions are allocated as
above, sampling rate is 1 kHz and a microprocessor
takes 20 psecs to receive a sample from the A/D conver-
ter. Current, voltage and calibration check samples
received, c¢.p.u. time used in receiving samples and the
cpu time available for computing during each intersam-
pling interval, would be as in Table 11,

A perusal of this table indicates that each micro-
processor will have over 800 usecs per sampling inter-
val for processing data and making decisions. This
time is slightly more than 790 usecs available in the
single minicomputer protection scheme discussed earlier.
Microprocessors are in general slower than mini-
computers. This disadvantage will be considerably off-
set by the increase in total computing time per sampling
interval and the increased computing speed of the newer
generation of microprocessors. -




Table II. Computing time per sampling interval

available in a multi-microprocessor system.

i Microprocessor No.
Function 1 2 3 7
No. of current samples 8 4 8 2
No. of voltage samples - 4 - 3
Calibration check sample 1 1 1 1
Cpu time for obtaining 180 180 180 180
samples - secs.
Cpu time available for 820 '820 820 | 880
computing - secs.

In the single minicomputer approach a disc and a
typewriter was suggested to be used with each mini-
computer. If the same approach is used in the
multi-microprocessor arrangement, the cost of peripheral
devices in the above example will increase four fold.

To reduce the equipment cost,. a set of peripherial de-
vices may be shared between four or more micropro-
cessors. The peripherial devices can be connected to
each microprocessor, on a predetermined priority basis,
by a special purpose input-output c.p.u.
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The philosophy of system protection adopted so far
includes using backup relays which may be installed
either at the location of primary relays or at remote
locations. Most major utilities are using duplicate
relays for critical protective functions, In the ini-
tial stages, digital computer protection may be supple-
mented with a full contingent of electromechanical and
solid-state relays. The availability of the micropro-
cessor system for protection of a generating unit can
also be improved by incorporating redundant micro-
cessor and automatic changeover relays. A set of
standby input-output devices can also be used to further
increase the effectiveness of the proposed approach.

SUMMARY

Protection of generators by digital computers has
been discussed in this chapter. An arrangemént of
minicomputers for data acquisition and plant protection
has been presented. Multi-microprocessor approach for
the protection of a hydro generator from electrical
faults has been briefly discussed. Three different
approaches for the differential protection of genera-
tors have also been presented. It is demonstrated
that digital processor approaches can detect generator
winding faults and can discriminate these faults from
those external to the unit.




CHAPTER VII

TRANSFORMER DIFFERENTIAL PROTECTION

Algorithms for digital relays have been presented
in Chapter III. Three digital processor systems which
provide distance protection of transmission lines have
been described in Chapter IV. In Chapter V, unconven-
tional approaches ‘to transmission line protection have
been presented. Methods of protecting generators using
digital computers have been outlined in the last chap-
ter. Three approaches to transformer differential pro-
tection are presented in this chapter.

G.D. Rockefeller [7] suggested a procedure of pro-
viding transformer differential protection as an in-
tegral part of an overall approach to substation pro-
tection with a digital computer. SyKes and Morrison
{26] used recursive digital filters in the design of a
harmonic restraint transformer differential relay. Data
from simulated faults and current inrush phenomenon
were used to test the proposed approach. Malik, Dash
and Hope [60] used correlation technique for determining
the components of fundamental and second harmonic fre-
quencies in the 'operate' and 'restraint' currents.
These authors also tested their approach using simulated
data. Schweitzer, Larson and Flechsig [71] used finite
impulse response (FIR) filters for differentiating be-
tween transformer faults and magnetizing inrush. The

roposed algorithm was implemented by Larson et. al.

87) on a Motorola MC6800 micro-processor for use as a
transformer differential relay. This device was tested
in a laboratory using a 500 VA transformer. Each ap-
proach uses the current differential technique and a
software program in a digital computing device.

This chapter briefly presents the essential fea-
tures of the transformer differential protection
schemes listed above. Some of the results obtained by
applying these approaches are also included. Before
presenting the digital protection schemes, the principle
of transformer differential protection is briefly
outlined.

DIFFERENTIAL PROTECTION OF A DELTA-WYE TRANSFORMER

Figure 1 depicts a typical differential protection
arrangement for a delta-wye transformer and harmonic
restraint supervisions [59]. Currents in the primary
and secondary windings are not equal because:

(i) the trapsformation ratio is usually not 1.0,
(ii) the primary currents include magnitizing and
core loss components and
(iii) phase displacements between the primary and

secondary currents due to delta-wye transforma-
tion.

The differences in phase angles of the primary and
secondary currents are usually taken care of by connec-
ting the delta side C.T.'s in wye and wye side C.T.'s
in delta. The current transformer ratios are selected
- such that during normal loads currents in the relay
leads connected to the primary and secondary C.T.'s

are in phase and are equal in magnitude. :

In the work on differential protection by digital
computers proposed in the past [26,60,71,87] and dis-
cussed in this chapter, a single phase transformer and
its model were used for testing the relays. The focal
point of the work has been to distinguish magnetizing
in-rush currents from currents due to internal faults.
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Fig. 1. (a) Phasing check for a transformer differential
relay.
(b) Arrangement for including harmonic restraint
relay in a transformer differential protec-
tion arrangement.

WAVE SHAPE IDENTIFICATION APPROACH

Rockefeller [7] suggested that the magnetizing in-
Tush current can be identified by monitoring the time
durations between successive peaks of the differential
current. In a 60 Hz system successive current peaks
are experienced 8 msecs apart () cycle) during external
faults. This is true before C.T. saturation sets in.
This phenomenon is demonstrated in Figure 2.a; if P
and P' are considered to be the two successive peaks,
these are approximately 8 msecs apart. Two types of
waveforms are experienced due to magnetzing in rush
[7]; the successive peaks are either 4 msecs. or 16
msecs. (approximately) apart. It was, therefore, pro-
posed that legitimate fault currents may be recognized
by two successive peaks being 7.5 to 10 msecs. apart.
Another requirement suggested is that a peak be 75 to
125 percent of the previous peak and of opposite sign.

‘The instants of current peaks were proposed to be de-

tected by monitoring the change of sign of the differ-
ence between two successive samples of a current.

In reference [7] , Rockefeller suggested the use
of percent differential characteristic as shown in
Figure 3. Because a transformer is likely to be




.ANW\M It

—s{1cv. f—

(a)

- ..J/\ /\ Wi
s k_\./a.?

/]
v

Fig. 2. Some differential current waveforms. (a) Dc
saturation of current-transformer during exter-
nal fault. (b) Inrush. (c) Inrush.

operated at off-nominal taps, atleast fifteen percent
mismatch was therefore, proposed to be permitted. Due
to mismatch of C.T. ratios the differential current in-
creases. It was therefore proposed that the slope of
the relay characteristics be increased for through
currents in excess of 3.0 p.u.

RECURSIVE BANDPASS FILTER APPROACH

Sykes and Morrison [26] used the harmonic-restraint
approach for differential protection of transformers
using a digital computer. The block diagram [26] de-
scribing the approach is given in Figure 4. A twenty
msecs. delay is included in the 'operate' path to pre-
vent false tripping on transient filter outputs asso-
ciated with magnetizing inrush. The delayed differen-
tial signal is applied to a 50 Hz bandpass filter whose
output is rectified and then smoothed by a 10 Hz low-
pass filter to provide the 'operate' signal. (The relay
"was developed for a 50 Hz system). Second harmonic
component is small at the start of an inrush., The re-
straint signal was therefore amplified and applied to a
100 Hz bandpass filter to obtain the second harmonic
component. This component was also rectified and
smoothed to obtain the 'restraint' signal. The operate
and restrain signals were then compared to decide if
the transformer is experiencing a fault or an in-rush
condition.

The 50 and 100 Hz bandpass filters were realized
using Equations 1 and 2. The lowpass filter was real-
ized using Equation 3. Frequency responses of these
filters [26] are reproduced in Figure 5.

Yo = 0.096x - 0.09x ., + 1.810y , - 0.905y , (1)
Yp = 0.045x - 0.045x , + 1.580y , - 0.953y, . (2)
Y, = 0.0087x +1.90dy , - 0.913y 3

DIFFERENTIAL CURRENT |£I|-PER UNIT

THROUGH CURRENT (Z|I]) - PER uNIT

Fig. 3. Percent differential characteristic (PDFC).
 Delay Fiter Recury Filter “Operate”
™ 50 Wz 10 Hz _ﬁ
20ms Dandpass Full-wave Lowpass
ox Compare Output
Sampled
Differentisl
Curi Amplif Flit: Rectir Filtes
et ey 100 .l:l ectly 10 H; _-_—_]7
104 Bandpass Full-wave | -| Lowpass " Restraln™
—
Fig. 4. Block diagram of the transformer differential

protection showing the sequence of operations.

Testing the Relay

The proposed technique was tested by off-line simu-
lations of faults and magnetizing inrush in single phase
transformer. The differential current sampled at 1.0
kHz was processed as described in the last paragraph.
Figure 6 depicts the performance of the relay to a simu-
lated in-rush condition with rapidly decaying residual
flux. It is obvious that the relay generated adequate
restraint signal during this condition. The performance
of the relay during a simulated internal fault is shown
in Figure 7. The inception of the fault corresponds to
maximum D.C. offset. Appreciable restraint signal is
present during the internal fault because the 100 Hz
bandpass filter does not attenuate the 50 Hz signal
adequately. )

CROSS-CORRELATION APPROACH

The cross-correlation approach was proposed and
used by Malik, Dash and Hope [60]. As reported in Chap-
ters III and VI, the cross-correlation functions between
the current waveforms and reference sine and cosine
waveforms provide the following correlation functions. -
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'Fig.,s. Frequency response of (a) the 50 Hz band-pass
filter and (b) the 100 Hz band-pass filter.

The peak values of the nth harmonic can be obtained
from these equations using Equation 6. It is important
to appreciate that cross-correlation functions are ob-
tained by integrating the weighted input signal over a
period of one cycle of the frequency of interest. -

2 '\2
L= 200D+ 6”17 (6.2)

6
n

t

tan™t (o / 4, (6.b)

In addition to using the cross-correlation func-
tions between the currents and reference sinusoids,
Malik et. al. [60] used cross-correlations with even
and odd square waves shown in Figure 8. The advantage
of using the square waves as weighting functions is
that, in this case, the computation of correlation
functions consists of additions and subtractions only,
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The peak value of the current is, however, computed by
using Equation 7.

=70 %+ (¢;I)2 Ik &)

Testing the Relay:

The authors used analog filters to preclude from
the inputs frequencies higher than the seventh harmonic
(420 Hz). Sampling rates of 960 and 480 Hz and one
cylce data window were used. The relay was programmed
and tested off-line on a CDC 6400 computer. Internal
faults and magnetizing inrush currents were formulated
numerically assuming that the rates of saturation to
magnetizing flux densities (Bs/Bm), residual to magnet-
izing flux densities (Bx/Bp) and saturated reactance °
are 2.0, 0.5 and 0.25 (p.u.) respectively. Residual
flux decay rates of 577 and 115.4 msecs. were tried.
Some of the results reported by the authors [60] are
reproduced in this section.

Figure 9 shows the outputs representing the
'operate' and 'restraint' signals obtained by using the
sine-cosine cross-correlations during a simulated in-
ternal fault, This figure shows that the 'operate'’
signal exceeds the 'restraint' signal 10-12 millisecs
after the inception of the fault. Figure 10 depicts
the restraint and operate signals obtained by using the
cross-correlation between square waves and the trans-
former currents obtained from an internal fault. In
this case, the 'operate' signal exceeds the 'restraint'
signal in approximately twelve msecs. Figures 11 and
12 show the 'restraint' and 'operate' signals produced
during a magnetizing inrush condition. Results of
Figure 11 were generated by using the sine-cosine cross-
correlation approach. For the same input data, square
wave cross-correlation approach generated the results
given in Figure 12. 1In each case the.‘'restraint' sig-
nal remain in excess of the 'operate' signal and,
therefore, no tripping signal is generated.

FINITE IMPULSE RESPONSE APPROACH

Schweitzer, Larson and Flechsig [71] and-Larson,
et. al. [87] used the finite impulse response filters
to detect magnitizing inrush current for use in a digital
transformer differential relay. Reference [71] examined
the response of the digital filters using simulations.
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The algorithm basically consists of determining
the following four coefficients [87].
2, k-N2 [
o 7 v S,(k) = & i o-i 1 (8.a)
1 m=k-1N ™ m+N12
a1 L k-N34
¢ = m=l§-1N [y - Gpania*inen?) * inese] (8D
Fig. 8. Time domain orthogonal square waves.
k-N34
This approach was then used in the design of a trans- Sp(k) = m=i-lN [lm T lnania T ineniz T inenzad (8.¢)
former differential relay using a Motorola MC6800
microprocessor. The relay was tested in the laboratory
environment. This approach is basically similar to the k-N78 [
method of odd and even square wave cross-correlation C(k)= <= i - + i ) +1i +
suggested by Malik et. al. [60] except that the crit- 2 m=k-IN T . m+N18 meN 147, m+N38 ‘
erion for discriminating magnetizing inrush conditions i - i ‘i ) +i ] (8.d
from internal faults is different. m+N12 m+N58 m+N34 ‘m+N78 -d)
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Fig. 11. 0dd and even square wave performance with

simulated inrush and slow decay.
(a) Restraint path crosscorrelation output
(b) Restraint path crosscorrelation output
(c) Operation path crosscorrelation output
(d) Operation path crosscorrelation output
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.and slow decay (N = 16)
(a) Restraint path with sine-cosine functions
(b) Restraint path with odd and even square wave
functions
(c) Operation path with sine-cosine functions
(d) Operation path with odd and even square wave
functions

where: IN = N+1; N is the sampling rate per cycle of
fundamental frequency

= 7N = 3N = 2N = LN
N78 = g N; N34 = 7 N; N58 = g N; N12 = 3 N;
=3y =1 =1
N38 = 3 N; N14 = 7 N and N18 = 3 N

The frequency responses of these filters for N== are
depicted in Figure 13. ‘A study of this figure reveals
that:

(i) the outputs of filters S, and C, are zero for
D.C. and even harmonics, and thé output is
maximum for the fundamental frequency.

(ii) the outputs of filters S, and C, are zero for
D.C. and odd harmonics, &nd the“output is
maximum for the second harmonic.

Identification of Inrush Phenomenon

The criterion of discriminating magnetizing inrush
from internal faults used by Schweitzer et. al. [71,87]
is quite different from the comparison of the fundamen-
tal frequency and second harmonic currents used by
Malik et. al. [60] and is briefly explained in this
section.

The outputs of the four filters obtained by pro-
cessing the latest samples are examined. The larger of
the two components of each pair of filters are determin-
ed which are defined as follows.

max ([S;], [, ]) and max ([s,], |c,) ©)
It is shown in Reference [71? that the theoretical ratio
£, [max (ISZI, ]Czl) / max ( Sll, [c, D], 1lies between
0 and 0.146"during internal faiilts w&en the system re-
actance to resistance ratio is 5 and between 0.334 and
0.586 during magnetizing inrush. This ratio is less
than 0.093 during internal faults when the system X/R
ratio is 10 or larger. Considering that the system X/R
is rarely less than 10, the authors decided to use
€=0.125 as the threshold value. If £ is computed to be
more than 0.125, it is concluded that a magnetizing in-
rush condition exists. ' ~
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Testing of Algorithm

The proposed algorithm was tested using simulated
fault data representing magnetizing inrush and internal
fault conditions [71]. Data was considered to have
been sampled at 480 Hz. It was observed from these
tests that, during some internal faults, the computed
values of £ exceed the threshold temporarily (during
the first cycle after the inception of a fault) before
settling below the threshold value.

Twenty two cases of magnetizing inrush current were
also simulated. Saturation was assumed to occur at 1.4
times the maximum normal operating flux, ¢p,,. Two
levels of remanent flux (¢g), 0.5 and 0.9 times ¢pax,
were considered. Out of twenty two cases, eleven cases
actually produced magnetizing inrush. The ratio £ was
found to be more than 0.27 and 0.49 for ¢gp equal to 0.9x
¢max and 0.4x¢pax respectively.

Description of the Relay

The algorithm described above was implemented on a
Motorola MC6800 microprocessor [87]. The relay charac-
teristic used in this development is shown in Figure
14. Tripings were inhibited if the differential current
is less than 0.25 p.u. Relay characteristic was divid-
ed into two parts; a slope of 0.25 was used for re-
straining currents less than 2.5 p.u. and a slope of
0.50 for larger restraining currents. The software
flow chart which implemented the relay characteristic
is given in Figure 15.

0 4 8 12 16 20 2
I = llpl + IISI per unit
"Fig. 14. Differential characteristic used in trans-

former algorithm tests.

A Sampling rate of 480 Hz was used. Less than one
third of the inter-sampling interval is used for the
single phase version of the relay equipped with 1MHz
clock. Four pole Chebychev low-pass filters were used
for signal preprocessing. These filters have 3 dB
attenuation at 167 Hz and 20.9 dB at 240 Hz. Sample
and hold, multiplexer and 12 bit analog to digital
converters were used. A single 8k/16k byte AROM/ROM
(read only memory) module was used for storing program
which was used for debugging programs stored in RAM
(random access memory). Two 2k static RAM modules, one
ACIA (asynchronous communication interface adapter) and
one input/output module were included. The ACIA pro-
vides interface between a teletype and the processor.
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Implementation and Testing of the Relay

Figure 16 shows the model system used for testing
the transformer differential relay. Four categories
of tests were conducted to check the performance of
the relay. These categories consists of proving the
relay performance during:

(i) inrush current only,
(ii) internal fault only,
(iii) simultaneous inrush and internal fault and

(iv) external fault only.

Sixteen controlled switching operations were tried.

All inrush conditions were correctly identified; the
computed value of & was more than 0.25 whenever an
external fault was examined. For limiting the fault "
current, an autotransformer was used to reduce the
input to 28.5 Volts. Internal faults were also applied
at controlled switching instants.
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Fig. 16. Model system for inrush and fault current
‘data.
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The minimum and maximum relay operating times ob-
served during these tests were 12.6 and 19.] milli-
seconds respectively. Relay operating time increased
when an internal fault was accompanied with current in-
rush. 1In case of a high resistance fault, the largest
operating time was 99 msecs. The relay did not operate
during external faults. Each pass of the differential
relay was tested to take 570 usecs which is less than
one third of the 2.08 msecs intersampling time.

SUMMARY

Differential protection of transformers has been
discussed in this chapter. Three approaches tried in
the past have been briefly presented. It seems that
this area has not received as much attention as the
line protection. The work todate, however, indicates
that it is possible to design transformer differential
relays for implementation on microprocessor based
systems.
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CHAPTER VIII

RELAY SYSTEMS AND HARDWARE CONSIDERATIONS

This chapter will begin with a general discussion
of relaying systems and the limitations of the relaying
process. Many of the operating characteristics of a
relay are specified in terms of steady-state parameters.
A harmonic restraint relay, for example, bases its
operation upon the presence of certain harmonics in an
input signal. It is assumed at the time of the har-
monic estimation that the input signal is in a steady-
State. As another example, a distance relay character-
-istic.is described in terms of the impedance of the
faulted circuit. Again, impedance is a steady-state
concept, and it is calculated under the assumption that
a pair of input signals (a voltage and a current) are
in steady-state when the relaying decision is made.
Since critical relaying decisions are made very soon
after the occurrence of a fault, the input signals con-
tain a significant proportion of transient components;
the use of steady-state concepts under these conditions
requires care and a certain amount of explanation. It
is for this reason that the task of extraction of steady-
state information from a noisy input signal (i.e. fil-
tering) occupies such a dominant role in most relaying
algorithms.

Filtering, whether done with analog circuits, with
digital computer algorithms, or with a combination of
the two is the usual way of producing specific signal
components needed for relaying. A reasonable subject
of inquiry is the following: ‘'What is the best filter
for a given relaying application?' More precisely,
what is the consequence of using a more effective fil-
ter in a relaying application, and what is the relation-
ship between the degree of filtering and the attendant
penalty in the relay response (usually a loss of opera-
ting speed)? Such an analysis has been carried out for
the distance relaying application [91], and the results
of that analysis will be briefly summarized in the
first part of this chapter,

The remainder of this chapter will be devoted to
the consideration of hardware necessary for the im-
plementation of a digital computer relay. In this
instance also the distance relay willbe taken as an
example. The research team at the AEP Service Corpora-
tion with which this author is associated has been
working on this application for a number of years. The
first phase of this work included a joint research
effort by AEP and IBM, and culminated in the develop-
ment of a distance relay based upon IBM System/7 mini-
computer. Standard System/7 hardware was used, and the
computer was installed in an AEP substation near
Roanoke, Virgina. The computer was left in the sub-
station for about one year, and during this period
several of the relaying program modules were exercised.
A Standard System/7 disk was used to store transient
waveform data, and was transmitted to a remote location
(NY office of AEP Service Corporation) over the tele-
phone network. The transient data was plotted on
pen-and-ink plotters to generate oscillographic record-
ings of the transients., This phase of the AEP effort
was concluded in 1974, Since then, a microcomputer
based distance relay has been developed and is being
tested in the laboratory at AEP, and will be further
tested at a substation in the coming months. Aspects
of the hardware selection procedure used in this
project will be discussed.

Finally, this chapter will end with a considerable
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tion of the hierarchical structure of computers within
a substation. Such a structure encompasses several
microcomputers, a substation host computer, and com-
munication links within the substation as well as those
between the substation host computer and a remote host
computer. Clearly this presentation is based upon the
views of the AEP research group, and it is entirely
possible that other research teams would favor a some-
what different hierarchical organization. It should
be realized that as more experience is gained with the
operation of microcomputers in a substation, some of
the ideas presented here about the hierarchical organi-
zation may undergo modifications.

LIMITS TO RELAYING

A power system transient is a complex phenomenon.
There are numerous resonance modes within a power sys-
tem and the onset of a fault is usually accompanied
by the oscillations of many of these resonant circuits.
For certain types of faults, saturation effects fur-
ther complicate the picture. In addition, fault cur-
rents may contain an exponentially decaying dc offset
term which depends upon the instant of fault occur-
rence. Changes in system loading will affect the
damping of some of the transient components. The
dominant resonant modes will change as the system in-
terconnections change due to switching operations.

It is necessary to begin with a characterization
of typical power system transient waveforms. Since
the frequencies of concern in most relaying applica-
tions are confined to a relatively narrow band: dc to
1 kHz, the spectral characterization might be restrict-
ed to this band. One may assume either that higher
frequencies do not exist in the spectrum, or'that they
are eliminated by a suitable low-pass filter. The
delay (phase shift) caused by such a low-pass filter
is of no consequence to the relaying system. (Wave-
propagation relays, which obviously deal with much
higher frequencies, are excluded from the present dis-

.cussion.) A convenient method of obtaining the spec-

trum of relay input signals (currents and voltages) is
through the use of a small scale model of the relevant
portion of the power system.

Figure 1 shows the one-line diagram of the system
simulated in the AEP laboratory [91]. Various phase
and grovd faults were placed on lines 1 and 2 at dif-
ferent distances from bus 1. Voltages and currents
at the bus 1 terminal of line 1 were recorded and their
spectra obtained. System operating conditions were
varied to simulate different load levels and different
network configurations. In all, more than 300 fault
waveforms were recorded and analyzed.

It was concluded from these experiments that by
far the most significant factor affecting the signal
Spectrum was the total length of transmission lines
connected at buses 1 and 2. Line loading, fault types
etc. had a relatively minor effect on the frequency
content of fault signal waveforms. For a specified
System configuration, both the voltage and current wave-
forms contained a single dominant frequency component
(besides the 60 Hz component), and the frequency of
this component changed as the system configuration was
changed. Since all system configurations are likely
to be encountered in practice, it is appropriate to
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One-Line Diagram of the Laboratory Model System

assume that the noise (non 60 Hz components) in the
fault waveforms would be an aggregate of all observed
frequency components. Such a cumulative noise spectrum
for the system of Figure 1 is shown in Figure 2.
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Figure 2
Spectra of Post-Fault Voltage and Current Signal
Noise Components

Note that the high frequency components of the
noise spectrum shown in Figure 2 are attenuated to a
greater extent. This is in part due to the higher
damping associated with high frequency phenomenon in
the power system itself. However, to a certain extent
this is also due to the fact that the system model on
which measurements are made exhibits abnormally high
damping at higher frequencies. Consequently, the data
in Figure 2 are to be interpreted as being an indica-
tion of the scale of the noise spectrum, rather. than
its detailed shape or structure. For the analysis that
follows, it is therefore assumed that the spectra for
noise 'signals in the current and voltage waveforms are
as_described by the two horizontal level lines K;“ and
Ky“ respectively in Figure 2. Since these measures of
the noise spectra are obtained for the specific system
configuration shown in Figure 1, they are, strictly
speaking, not applicable to other system configurations.
Nevertheless; these spectrum levels will be considered
as being representative for commonly found system con-
figurations. Should it be necessary to be more. precise
in this matter, it would be necessary to conduct similar

experiments on a system model with the desired configu-
ration.

Assume that a voltage (or current) signal consists
of a fundamental frequency component and a noise

68

component as given by

x(t) X sin (mot + 0) + n(t)

which can be written as

x(t) = Xr sin (wot) + Xi cos (mot) + n(t) (1)
where
Xr = X cos ©
: (2)
X. = X sin 8

1

The noise term n(t) is assumed to have a spectrum as
described by the K2 level line in Figure 2. The time
function x(t) is sampled at sampling interval (T/N) by
the A/D converter, where T is the data window (i.e., a
time span over which data is obtained and used to make
the relaying decision), -and N is the number of equally
spaced samples within the period T.

X = x (kTT)

. kT kT KT ’
Xr sin (wo TEJ + Xi cos (mo TTJ + n(TT) (3
A digital filter processes the sample set {xyx} and pro-
duces estimates for X, and Xj. Denoting these estimates
by Xy and Xi respectively, the errors of the estimation
procedure are

P=X, - X
by Ar (4)
q = Xi - Xi
The estimates are unbiased optimum estimates when
E{p}=E{q}=0,
and E {p?} = opz (5)
2 2
E{q°} =0
4 q
where 0.2 and qu are minimum. The symbol E {:} in

equation (5) stands for the expected value of the argu-
ment.

The solution to this optimization problem has been
given in reference [91]. The optimum estimates take
on a particularly attractive form when the data window
T is a multiple of one-half the fundamental frequency
period.

: .2 . kT
Xr =N Z X, sin (mo TTJ ©
X, = Z_Z X, cos (w E:r-)

i N k o N

when T = m &L; m being an integer. Also the minimum
variance of Othe estimates is given by
R

q T
where K2 is the level of the noise spectrum as Shown
in Figure 2.

(7N

Consider the computation of an impedance based
upon the estimation of current and voltage phasors
using a data window T and the optimum estimation pro-
cedure given above. If the noise spectra for voltage
and current signal noise components are described by
level lines at KV2 and Kj“ respectively, then variance
of the impedance estimated from the current and voltage
phasor estimates is given by

2 _ 2 2
v

(8)

g
4




m . .
where T = m oom being an integer.
o

Equation (8) is the formulation of an importan;
concept. Although in this instance the result applies
to an impedance relay, the form of the result is of
a general nature. It relates the uncertainty of a re-
lay decision parameter 5022) with the level of.nolse
in the input signal (KV + Kiz) and the data window (T).
Although equation (8) specifically corresponds to mul-
tiples of half-cycle data windows, results for other
data windows are given in reference [91]. For the
impedance relay, uncertainty of the impedance estimate
determines the allowable reach-setting of the relay.
Thus equation (8) can be used to obtain the relation-
ship between the optimum reach - optimum speed settings
for an impedance relay. Figure 3 shows such a curve
for the impedance relay using current and voltage sig-
nals with noise components as given in Figure 2. Fig-
ure 3 (the details of its derivation can be found in
the reference cited) shows that within a confidence
level of 99%, an impedance relay operating in a half-
cycle can not be set to reach more than 85% of the
transmission line. A one cycle relay can be set to
reach 90% of the line, whereas a 1/4 cycle relay can
be set to reach only 60% of the line. If longer reach
is attempted, the relay is likely to overreach under
certain fault conditions.
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Figure 3
Optimum Speed-Reach Characteristic for an Impedance
Relay

The conclusion to be drawn from the results pre-
sented in this section (and the reason for presenting
them here) is that the performance of a relay is deter-
mined primarily by the nature of its input signals.
Usually there are well-definable limits as to what can
be achieved with a relay under optimum conditions.
Such considerations help set a limit as to what can be
attained by a specific realization of the relay, and
in a sense provides the standard by which to judge the
merit of a relaying algorithm. It is therefore of
utmost importance that sufficient thought be given to
analyses like this before undertaking the development
of new relaying systems.

HARDWARE CONSIDERATIONS

Some of the earlier chapters have considered de-
tails of various subsystems of a computer relay. In
this section of the present chapter, general require-
ments of a digital computer for relaying will be given.
This will be followed by an example of an actual com-
puter system being used for a distance relay applica-
tion,

Refer to Figure 1 of Chapter I. It is convenient
to describe the hardware requirements for the subsys-
tems shown in that Figure as follows:
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Microcomputer requirements

(1)

(2) Analog Input requirements
(3) Digital Input/Output requirements
(4) Power Supply requirements

(1)

Microcomputer Requirements:

The main concern in the selection of a microcom-
puter is the computer word length and the average in-
struction speed of the processor. The two most common
word lengths in commercially available microcomputers
are 8 bits and 16 bits. The word length may be se-
lected based upon the requirements of the relaying
algorithm. Consider a relaying algorithm which re-
quires the execution of digital filter equations on
current and voltage samples followed by a calculation
of the ratio of the two filtered quantities. The value
of the Least Significant Bit (LSB) B of an eight bit
computer is 2-8 ~ 0,004 while that for a sixteen bit
computer is 2~ = .000015. A linear filter transfor-
mation on N samples of the data are subject to a
maximum round-off error of (1/2)NB. If the digital
filter equations require multiplications, some of which
can be executed exactly in binary arithmetic, then the
round-off error would be less than the estimate given
above. If the computations of the filter equations is
followed by a total number Ny of multiplications and
divisions, the total round-off error in the result
would be (1/2)(N + Ny)B. Consider for example the
computation of an impedance from six samples each of
voltage and current signals. The output of the filter
equations is used in a complex division, which is
equivalent to eight real multiplications/divisions.
This would lead to a total round-off error of (1/2)-

(8 + 6)B = 78. For an eight bit machine, this error
would be about 3% whereas for a sixteen bit machine it
would be about 0.01%. Considering the dynamic range of
a current signal, a ratio of 20 may exist between a
near-fault current and the current for a fault at the
end of zone 3 reach. Thus the 8 in current signal
processing is likely to be greater by a factor of 20.
From these considerations, it is clear that to maintain
the accuracy of the results of an impedance relaying
algorithm within a reasonable bound of a few percent,

a sixteen bit computer would be essential. Similar
considerations would lead to the selection of a suit-
able word length for any given computational algorithm.

The necessary average instruction time of a com-
puter can be determined from a consideration of the
computational requirements of the relaying algorithm,
complexity of the data management system, needs of the
relaying logic programs, and the data sampling rate
selected for the application. As an example, consider
the distance relaying algorithm using the method of
symmetrical components [69]. This application requires
execution of the following approximate number of in-
Structions in various program sections: -

(a) Data Management and Symmetrical Component
Computation: 300 instructions

(b) Impedance estimation: 200 instructions

(¢} Relay logic: 800 instructions.

Thus the total instruction count (machine language
instructions) for the execution of the symmetrical com-
ponent distance relay program is about 1300 machine
language instructions.

The sampling rate used in a relaying application
is usually determined by the necessities of a specific
algorithm and through many compromises to satisfy con-
flicting system needs. A sampling rate of 720 Hz has
been used for most applications developed by the author's
research group. This sampling rate provides a sampling
interval of (1000/720) or 1.389 milliseconds. Since
the relay programs are required to execute at every
acquisition of a new sample set, the symmetrical com-
ponent distance relay .program considered above would




demand a computer with an average instruction time of
about one microsecond.

Apart from the word length and average instruction
time, the computer's memory system deserves special
attention. There should be a facility to use Program-
mable Read Only Memory (PROM) for creating non-volatile
program images in the computer memory. Use of PROM's
should not degrade the computer processing speed. This
feature produces a practical self-starting relaying
program which can operate in an unattended substation
and recover after a power failure. It is of course
necessary to have Random Access Memory (RAM) capability
for data tables and program work space requirements.

Direct Memory Access (DMA) capability for the
analog input function may be a desirable feature. In
particular, with computers having a relatively slow
instruction time, all attempts at reducing the over-
head associated with input-output functions must be
made. A DMA capability in the computer would help in
this regard. With bufferred A/D converters and a fast
instruction set, the DMA capability is not essential
for a relaying computer. All process control computers

"are equipped with some form of an interrupt-handling
feature.  This is an essential requirement, both the
analog and digital input systems require an interrupt
handling capability.

It is well known that a substantial effort is
required to develop the software for a microprocessor
based application system. The programming is generally
done in an Assembler language, and every computer has
its own syntax and instruction set. A versatile pro-
gram development system which can be run on a mainframe
computer is of considerable help in this regard. The
editing, debugging and file-handling resources of the
larger program development system for the microcomputer
being considered for relaying application should be
considered to be an essential requirement.

A certain amount of customized peripheral hard-
‘ware will usually be needed in the relaying application.
Examples of this are specialized arithmetic function
hardware (multiply/divide), analog subsystems, digital
subsystems, special communication interfaces etc. Many
of these are available as standard peripheral devices
on some microcomputers, nevertheless the possibility
exists that some special hardware may need to be devel-
oped for the computer relaying system. To meet the
requirements of customized designs, it is essential
that the interface protocols of the microcomputer
selected be relatively simple and accurately documented.

It is not possible to do justice to the subject of
maintenance in this short chapter. Clearly, ease of
maintenance is an important consideration. The cir-
cuit boards should be easily replaceable, and should
preferably be available from more than one supplier.
Chip level maintenance is probably not practical for
most in-house maintenance organizations within a
utility company, although this is probably achievable
with some planning and organization. Once again, ac-
curacy of the documentation furnished with the micro-
computer system is of utmost importance.

(2) Analog Input Requirements:

The sampling rate selected for the analog digital
converter is largely determined by the needs of the
algorithm selected for the relaying program. As
pointed out earlier, the sampling frequencies being
considered for most relaying applications fall in the
range of 240 Hz to 1800 Hz, with the more commonly
used sampling rates being 960 Hz and 720 Hz. These
sampling rates are well within the capability of the
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analog input peripherals available as standard options
with most microcomputers. The conversion word length
commonly found on these peripherals is twelve bits in-
cluding the sign bit. This is perhaps one or two bits
shorter than what would be desirable. The current sig-
nals from a power system have a rather wide dynamic
range. The ratio of a bus fault current to a third
zone boundary fault current may vary between 10 and 50.
If load currents must also be processed, the dynamic
range may be further extended by a factor of 2 or 3.
Under these conditions the twelve bit A/D converter
quantization error begins to be significant. A thir-
teen or fourteen bit converter may be furnished as a
customized peripheral device to the microcomputer.
Data capture window of most commerically available A/D
converters is adequate for the relaying application.
If a channel multiplexer connected to a single A/D con-
verter is used, the channel switching time should not
be so high as to cause significant data skew. The
amount of data skew that can be tolerated will depend
upon the specific application being considered. For’
an impedance relay, the phase angle accuracy in the
estimate of the complex impedance (which is most
directly affected by data skew error) should be of

the order of 5° on a 60 Hz basis. This will require
that the individual phasors must be accurate within
about 2%°. This error corresponds to a maximum data
skew between any pair of channels of about 100 micro-
seconds. This requirement for a total of 7 channels
is well within the capability of most A/D converters
using a multiplexer. Should the actual skew be found
to be greater than 100 microseconds, either separate
A/D converters per channel must be used, or front-end
sample- and -hold amplifiers must be used on all chan-
nels. ’

It is usually necessary to have a sampling rate
clock available, either as a part of the A/D system,
or as a separate device. The clock frequency should
be adjustable in reasonably small steps. A resolution
in sampling period of one microsecond should be ade-
quate for most needs.

If the microcomputer has a DMA option available,
the A/D data can be transferred to the computér memory
at very high speed. 1In the absence of a DMA facility,
the data must be transferred under program control.
This latter procedure is usually not preferred as it
could be quite time consuming due to the programming
overhead. If the CPU time is at a premium, this could
be a serious limitation. A more acceptable alternative
for such cases is to use a bufferred A/D converter sys-
tem. The samples obtained at each sample instant are
stored in this data buffer, and transferred to the
computer memory in a single I/O operation. A bufferred
A/D subsystem also facilitates the intercomputer com-
munication link with a minimum of interference with the
operation of the processors. Example of such an inter-
computer link will be given in a later section.

(3) Digital Input/Output Requirements:

Almost all relaying programs have modest require-
ments for digital input and output (I/0). A single 16
bit word is usually adequate for all the digital I/0
needs of a relay. A parallel I/0 port of the computer
is a convenient channel for the digital I/0. Most of
the digital outputs must be latched, either through
program control or via external hardware latches. The
computer parallel I/O is generally at TTL level, and
consequently it is necessary to provide a buffer power
supply and isolation circuitry for input as well as
output. Optical isolation is a very effective method
of achieving complete isolation between the computer.
and its digital I/0 environment. Both the digital I/0
circuits, as well as the analog input circuits must

it




withstand the ambient electromagnetic interference (EMI)
in the substation. Surge suppression circuits, em-
ploying a combination of capacitors, zener diodes, and
biased diodes are used to provide adequate surge with-
stand capability (SWC). As yet there are no industry
standards for the testing of computer based relays in
this regard; however, the standard industry test as
described in IEEE standard C 37-90a may be used to
prove the SWC properties of the entire relaying system.
It should be recognized that this procedure may not
guarantee the adequacy of surge suppression techniques
being used, since a computer based relay may have modes
of failure not excited by the standard C 37-90a test.

When buffer power supplies are used to power the
isolated digital output circuits, a careful considera-
tion must be given to the behaviour of these isolated
circuits when the computer power goes down (and up
again on reenergization). There should be no false
operation of the digital output circuits under these
conditions. Some special fail-safe feature may have
to be incorporated in the design of the digital I/0
system to avoid problems of this nature.

The digital input circuits, do not, in general,
require a process-interrupt capability. However, for
some special digital input points which undergo changes
rather rapidly, a process-interrupt feature may become
necessary.

(4) Power Supply Requirements:

It is essential that a source of  power be provided
for the relaying computer, such that disturbances on
the ac system do not affect the cemputer power supply.
Conventional relays are generally powered from the
station battery; the usual battery voltages being 48
volts and 125 volts. Since most commercially available
computers derive their power from the 117 volt system,
some form of uninterruptible power supply (UPS) must be
provided for the relaying computer. If the computer is
adaptable to a single dc power supply (usually 5 volts
dc), a dc/dc converter may be used to convert the
station battery voltage to the voltage needed for the
computer. This is perhaps a better option than that
of using a UPS. The dc/dc converter used should not
degrade the station battery bus by putting excessive
switching transients on that bus. Although there are
no industry standards governing this aspect of dc/dc
conversion, there is general concern in the industry
that the noise generated by the dc/dc converters may
jeopardize other equipment in the substation which is
also connected to the station battery bus.

A_MICROPROCESSOR BASED DISTANCE RELAY

The general hardware considerations discussed in
the previous section will now be illustrated with a
specific example. It should be borne in mind that it
is rare to have a commercially available microcomputer
satisfy all the relaying requirements outlined above.
The choosing of a computer is thus an art of finding
one computer which meets most of the requirements, and
then modifying the remaining requirements to obtain a
compromise solution. Also because of the fast changing
computer hardware scene, the optimum choice at a given
time may not be the best choice a few years hence.

The distance relay computer system being described
here has undergone successful laboratory testing, and
is scheduled for field-testing in an AEP system sub-
station in April 1979. The distance relay uses an
algorithm based upon the method of symmetrical compo-

- nents [69,94]. However, the details of the algorithm
do not critically affect the selection of the micro-
computer, The computer chosen for this application is
the PLESSEY MIPROC-16 microcomputer, and meets a majority
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of the requirements discussed earlier. The PLESSEY was
selected after a detailed evaluation of microcomputers
commercially available in 1977-78. This is a 16 bit
computer using two separate memories for programs and
data. The basic CPU cycle time for the high-speed ver-
sion is 250 nanoseconds. An eight level priority inter-
rupt system is built into the hardware, and a total of
256 priority sublevels can be provided through a grouped
or daisy-chain connection between interrupting periph-
erals. A DMA interface is available, although it was
considered to bhe unnecessary for the distance relaying
program because of the relatively high speed of the
computer. A maximum of 64 K words of data and program
memories can be accommodated. The relay computer is
provided with 8 K words of data and program memory.

Multiply and divide instructions are microcoded
resulting in execution times of between 16-32 CPU cy-
cles. Most other instructions execute in 1 CPU cycle.
A hardware multiply board is available as a standard
peripheral. Using this option, two 16 bit words can
be multiplied with four instructions, using 4 CPU cy-
cles. No hardware divide option is available. Normal
serial and parallel I/0 peripherals are available as
standard options. Program development software suit-
able for commonly used host systems is a standard
feature of its software support system. =

Figure 4 shows the functional blocks of the
distance relay system. The power supply consists
of a dc/dc converter (not supplied with PLESSEY) which
converts the station battery power from 125 volts to
the 5 volts level needed by the computer. The standard
PLESSEY power supply is from the 117 volts ac source.
The high speed memory units (75 nanosecond access time)
require substantial power input. A full complement of
peripherals needed for the relaying application re-
quires a nominal power input of 200 watts.
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Two alternative analog input systems were designed
for this application.* Both systems use a 16 x 16 word
RAM buffer where a complete sample set is stored. The
sample set consists of samples of (Vg, Vp, Ve, Ia, I,
I., Ig) of the protected line, and also samples of the

*

The analog input systems have been designed by Messers,
J. Gohari, J. Jauch, and A. Otis of AEP Service Corpora-
tion, NY.




same signals attenuated by a factor of 0.866. This
constant is the irrational Fourier coefficient as-
sociated with a sampling rate of 720 Hz selected for
this application. One A/D system uses seven 8 bit A/D
converters, whose range is magnified by an auto-ranging
circuit, so that a net dynamic range of 12 bits plus
the sign bit is obtained. The non-attenuated signals
are sampled first, followed by a sample set of the at-
tenuated signals. When the 14 data values are(accumu-
lated in the RAM buffer, the processor is interrupted,
and the data is transferred to the main data memory
under program control.

The second A/D converter system uses a single A/D
converter with a 16 channel multiplexer. The word
length of this scheme is also 12 bits. The multiplexed
system has fewer IC chips than the multiple A/D con-
verter system described above. Both of these systems
will undergo field testing to evaluate their reliability,
stability under field conditions, etc.

The analog and digital signal interfaces have also
been designed by AEP engineers.? The current signals
are isolated with an isolating transformer. Anti-
aliasing filters designed for a cutoff frequency of 360
Hz are active filters having a transfer function of
the form (al/{s2 + a2s + az}) where the a's are design
constants. The output of these filters is connected
to an active circuit representation of the mimic cir-
cuit. This is a circuit having a transfer function of
the form (1 + sT) where T, the time constant, matches
the power system time constant. The phase current mimic
circuits are matched to the positive sequence time con-
stant whereas the zero sequence current mimic circuit
matches the zero sequence time constant of the power
system. The output of these circuits is limited to
about #8 volts for maximum fault current, *10 volts
being the maximum signal input capability of the A/D
system.

The voltage signals are obtained from a potential
divider connected to the secondary of line-side CCVT's.
Station surge isolation is provided by capacitors and
reverse biased diodes connected across the input lines.
Anti-aliasing filters similar to those used for current
input signals are used for voltage signals also. The
output of the filters is limited to #8 volts during
normal system voltage conditions.

The digital input/output circuits provide a TTL
level interface to the computer, and optically isolated
bufferred switches are available for external connec-
tions. One port of the dual port parallel I/O board of
the PLESSEY is used for digital I/O, while the other
port ‘is used for analog data input. The process inter-
rupt feature is not used for the digital inputs.

For the initial phase of field testing of the
distance relay, a host computer will be used to handle
external communications and to collect the historical
data files from the relay computer.. A PDP 11 V03 with
a dual floppy disk system is used as a host computer.
It is connected to the PLESSEY by a 9600 baud asynchro-
nous serial link. The host computer initiates data
transfer from the relay computer when requested by the
latter to do so. A typewriter terminal provides access
to the host as well as to the relay computer. The op-
eration of the relay computer can be monitored from
this operator's console of the host computer. As men-
tioned previously, this relay-host computer system will
undergo field-testing in the coming months.

+The interface circuits have been designed by R. Haas,
AEP Service Corporation, Canton.
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A HIERARCHICAL STRUCTURE FOR SUBSTATION COMPUTERS

It has been mentioned earlier that all the sub-
station protection, control, alarm, and data logging
functions can be handled by dedicated microprocessors.
These multiple computers should be considered to be
members of a hierarchical computer system within the
substation. Such a structured arrangement leads to
many potential benefits, and helps identify the re-
quirements and limitations of the inter-computer com-
munication links.

Figure 5 shows the hierarchical structure for com
puters in an EHV substation. Rj;, Rp, ... etc. are re-
laying computers dedicated to the protection functions
of various power system components in the substation.
For certain protection tasks, where redundancy.through
duplication is required, a second relaying computer
may be dedicated for the back-up task as in conven-
tional relaying. It may be possible to share a single
back-up relaying computer between several primary re-
laying systems. P, Py, ... etc. are the peripheral
systems of each computer. For the relaying computer,
the peripheral system consists of the analog input sys-
tem and the digital input/output system. Each relaying
computer with its peripheral equipment constitutesa
dedicated protection system. These dedicated systems
do not depend on any other system within the substa-
tion. Failures within any other system in the sub-
station do not affect the performance of a protection
system.

Several of these relaying systems use input sig-
nals which are also used by some other relaying sys-
tems. Examples of this are current signals used by a
bus relay, which are also used by feeder or trans-
former relays connected to that bus. Similarly, all
the relays protecting transmission lines which origi-
nate from the same bus use identical voltage signals.
The computer system shown in Figure 5 is capable of
providing an added level of redundancy whenever two or

_more relaying systems use identical input signals.

Samples obtained by one relaying computer could be made
available to another computer if its input system fails.
One method of sharing the data samples would be to
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provide each relaying computer with a multiple port
memory. However, in the current technology such
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memories are not commercially available. The data
volume of sampled data is such that normal teleproces-
sing communication links between processors with their
attendant software overheads would not be a practical
means of data exchange in this case.

The bufferred peripheral device as discussed
earlier provides a practical method of obtaining the
redundant data paths. It is possible to provide a
sufficient number of parallel I/0 ports for each proc-
essor, and connect them to the appropriate peripheral
device buffers. During normal operation, these al-
ternate data paths would be unused. However, upon the
failure of its dedicated peripheral device (it is of
course necessary to detect this failure) the affected
relaying computer would activate the alternate data
paths under program control. One may consider this
to be an added level of redundancy for the protection
system; or for a given level of redundancy requirement
for the entire systeh eliminate certain duplicate back-
up protection systems. Relaying computers Ry, Ry, and
R3 are shown linked in this fashion in Figure 5. Note
that these links are non-essential for the operation
of Ry, Ry, Rz during normal system conditions, but
provide an additional data path for certain hardware
failures. Of course, some relays may not share their
data with any other relay, and in this case a stand-
alone relay, such as R4, is used.

" Computer C and its peripheral P are dedicated to
the data logging, alarm monitoring, and control func-
tion. Certain of these functions may reside in the
relay computers themselves. For example, controlling
the circuit breakers of a line can be done through the
line relay. Similarly, voltages and power flow on the
line can be computed from the sampled data, provided a
sufficient resolution can be designed into the current
input channels. The control and data logging functions
not covered by any of the relaying computers are han-
dled by the computer C. ’

All the relaying and control and monitoring com-
puters are connected to the station host computer
through a teleprocessing link. Since data transfer
over this link is at a much slower rate, a conventional
serial link is considered to be adequate for this func-
tion. The host computer handles the protocol of com-
munication over this link, and each of the microcom-
puters contains a rudimentary interface software to
handle their end of the communication protocol. Apart
from the control signals which originate at the host
computer, historical data files stored by each of the
microcomputers are transferred to the host over this
communication link.

The host computer, which is also based on a micro-
processor, has a bulk storage capacity; flexible disks
being considered at present for this function. In ad-
dition, a programmer's console is connected to the
host. This will be used for software checks and main-
tenance by computer programming personnel. The sub-
station maintenance personnel will access the Ssystem
through a control and display panel. The display may
vary from simple meter read-out panels to a dynamic
one-line diagram of the station on a CRT screen. The
control panel may consist of a key-pad for specific
information retrieval request and various control com-
mands. Control commands will have echoing or check-
back features, as well as an execution confirmation
phase wherever possible.

The host computer will have a teleprocessing link
to a remote host computer, which may be used for data
transfer in either direction, as well as for remote
control signals. The wave-form data collected by the
relay computers may be displayed as an oscillograph
either locally, or at a remote location. Sequence-of-
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event analysis, or post fault analysis can be similarly
provided either at the remote host or at the local sta-
tion host upon request by an operator.
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